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1 FOUNDATIONS

0 Introduction

As objects to be studied mathematically, fractals defy definition. Falconer[1] calls a set F a fractal if it satisfies
the following conditions:

1. F has a fine structure.

2. F is too irregular (both locally and globally) to be defined in regular geometric language.
3. F usually contains some self-similarity.

4. F is usually defined in a simple fashion (eg. recursively).

These sorts of objects arise often both in nature and in other areas of mathematics. Many attractors of dynamical
systems for example have fractal properties. We are interested here in the size or dimension of fractal sets. The
idea of dimension is similarly hard to define, but roughly speaking we want to associate a real number dim F' to
our fractal sets which measures the ’space’ taken up by F' in small sets around its points. We can write down
a short wish list of properties that would be useful for any notion of dimension:

1. dim F' = n if F' is an n-dimensional manifold.

2. d1mF1 é diIan if F1 Q FQ.

3. The dimension is unaffected by adding or subtracting ’small’ sets, for example countable sets of points in
R™.

The topological dimension (or Lebesgue covering dimension) may seem like a good start. It is defined by the
minimal value of n such that every finite open cover has a finite sub-cover with no point contained in more
that n + 1 elements. While it does satisfy these properties it does not really capture the whole picture. For
example consider the cantor set C, obtained recursively by starting with the unit interval [0, 1] and removing
the middle third to give C;, then removing the middle third of the two intervals that are left to give Co and so
on. If we calculate the topological dimension of this we find it is 0 (this follows since the cantor set is totally
disconnected). However it is clearly not a ’small’ set, for a start it is uncountable. Trying to use Lebesgue
measure as a starting point is similarly unhelpful, the Lebesgue measure of the cantor set is also 0. The notion

I
Figure 1: The Cantor Set

of dimension most commonly used is that of Hausdorff dimension, first thought of by Felix Hausdorff in the
1930s. He built on Carathéodory’s ideas about constructing measures. The properties of Hausdorff dimension
were then expanded on by his students, most notably Bescovitch. Hausdorff dimension satisfies the properties
on our wishlist, as will be shown in more detail when it is defined later. The main problem with Hausdorff
dimension is it can be fairly hard to calculate in general, most of the techniques discussed here involve placing
restrictions on the construction of F in order to obtain useful estimates. Some other notions of dimension have
been developed which are easier to calculate, such as box-counting dimension, packing dimension and Fourier
dimension but these mostly do not satisfy the third wish in our wish list, and such are much less useful. A
discussion of these can however be found in Falconer|[1].

This report will start with some foundational material, starting with a couple of methods of constructing
measures, moving on to the definition of Hausdorff dimension, a couple of basic methods of estimating it and
some more interesting methods that can be used to estimate invariant sets of collections of functions (iterated
function systems). Some techniques for implicitly calculating the Hausdorff dimension will be discussed and
finally a quick look at classification of quasi-circles, a class of fractals which arise naturally as the Julia sets of
some quadratic functions. The reader should skip any initial sections which are already familiar, as results from
these can always be referred back to later.

1 Foundations

Much of the later material will rely on constructing measures in the two following ways and as the Hausdorff
dimension also follows from these constructions it seems a natural place to start.

1.1 Measures and Pre-Measures on Metric Spaces

I will give two methods to construct a measure from a pre-measure in a general metric space, both of which
will come in useful later on, when we need to work with both sequence spaces and with R™. These are called
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Method I and Method II by Rogers[8]. (X,d) will always denote a general metric space, and the diameter of
U C X with respect to d will be denoted by |U| := sup,, ,cy d(z,9).

Definition 1.1. If (X, d) is a metric space, say a function T on some class C of subsets of X is a pre-measure,
if

1. D €C and 7(0) =0

2. 0<7(C) <400 forallCecC

Here I will say that a set function p : X — R>¢ is a countably sub-additive measure if it satisfies all the usual
axioms, including (U2 F;) < 302 pu(F;). This function is called a measure (or countably additive measure) if
this inequality can be improved to equality. The reader should recall the standard result from measure theory
that for any countably sub-additive measure p, the set of y-measurable sets in X form a o-algebra, and that p
restricted to this o-algebra is a (countably additive) measure.

Lemma 1.2. METHOD I
If 7 is a pre-measure on some class C of subsets of X, then the following is a countably sub-additive measure
on X:

p(F) = inf {ZT(UJ :U; eC, FC Ui_OUZ}

=0

Proof. (1) 0<7(C) <oVC €C, soclearly 0 < u(F) < coVE C X

(2) (@) =0 is clear as the empty set has diameter zero.

(3) If Fy C Fy, then any cover of Fs is a cover of Fy, giving u(Fy) < u(Fy).

(4) Tt remains to prove for some collection {F;}°,, we have p(Us2 F;) < >°° ) p(F;). The result is clearly
trivial if Y ;2 u(F;) = oo, so assume it is finite, and hence that p(F}) is finite for each i. Now given some
e > 0, choose a cover {C}}22 of F; with sets from C, such that o 7(C}) < u(F;) +¢- 27" Now,

1 <D Fz) < ZT(CJZ:) < iN(Fi) +e-270 = i(Fi) + 2
i=0 ij i=0 i=0

As € was arbitrary, this gives the required result.
O

Unfortunately, Borel sets are not in general measurable with respect to measures from Method I constructions.
Since this is such a useful property most of the measures we use will be constructed using the method below,
which is in some sense a refinement of Method 1.

Method IT restricts the covers allowed to those with diameter at most §. We will take a family of such measures
(one for each §), and then take the supremum. Since it is easy to construct a measure using a supremum over
a family of measures in generality, I will give this as a lemma.

Lemma 1.3. If {u;}icr is a family of countably sub-additive measures on X over some indexing set I, then
W(F) = sup;c; pi(F') is a countably sub-additive measure on X

Proof. (1) 0 < pu(F) <ooVF C X and u(@) = 0 are clear.
(2) If 1 C F» C X, then p(F1) = sup;es pi(F1) < supiep pi(F2) = p(F2)
(3) If {F;}52, are subsets of X, then:

p|{UE | =sww | |JE| <supd m(F) <> wE) =S uF)
j=0 el =0 el =0 =0 =0

Lemma 1.4. METHOD II
If T is a pre-measure on C, then u(F') = supsso ps(F) is an outer measure on X, where

ps(F) = inf {ZT(Ui) UieC, FC|JUi, Uil < 5\72}
=0 =0

Proof. Write Cs = {U € C : |U| < 4}, and write 75 for the restriction of 7 to Cs, it is clear that 75 is a pre-
measure. Now pus(F) = inf{> ;= 75(U;) : U; € Cs, F C U32,U;}, which is a countably sub-additive measure
by Method I (Lemma 1.2), and g is a countably sub-additive measure by Lemma 1.3. O
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Notice that as § decreases, the set of admissible § covers decreases, and hence 5 increases. So we could replace
the definition of p by p(F) = lims_o pus(F). Measures constructed in this fashion are often called measures of
Hausdorff type.

Recall the Borel Sets of a space are the sets in the minimal o-algebra in X which contains all the open sets
of X. A countably sub-additive measure on a metric space (X,d) is called a countably sub-additive metric
measure if d(A4, B) > 0 implies u(AUB) = p(A) + u(B) and one can prove that if 4 is a countably sub-additive
metric measure, then all Borel sets are measurable (see Munroe[20] Corollary 13.2.1). The following facts will
be useful later on, but they are not particularly illuminating to prove. The proofs can be found in Rogers[8] or
Munroe[20].

Lemma 1.5. For a measure constructed via Method II.

1. 1 (U2 Us) = sup; w(Us)
2. u is a metric measure, and hence all Borel Sets are p-measureable.

Definition 1.6. Throughout this report, the support of a measure p: X — R refers to the smallest closed set
S with u(X \ A) = 0. So a point x is in the support if and only if u(B(x,r)) > 0 for all r. Moreover when we
speak of a measure on a set F' C X we mean a measure with support contained in F.

1.2 Constructing Hausdorff Dimension
The previous section leads nicely into the definition of Hausdorff dimension.

Definition 1.7. We define the s-dimensional Hausdorff Measure for some F C X of a general metric space
(X,d) as
*(F) = lim i |7 F C i i
HE (F) m}mf{;m F,gU 0 < |Uj <5}

and the Hausdorff dimension
dimy, = sup{z : H® (z) = 0o} = inf{z : H* () = 0}

To see that H° is a measure, it suffices to notice that the set function U — |U|® is a pre-measure on the set
of open sets, and the measure is that constructed via the Method II construction in 1.4. To see dimy is well
defined, if ¢t > s, and {U;} is a d-cover of F, then:

Z Ui]* < Z U]~ |Us° < 5#52 |U;|?

So, taking infima, we see that if H*(F) < oo, then H!(F') = 0. So there is a critical value of s at which H*(F)
jumps from oo to 0, which is exactly dimy,.

The Hausdorff dimension generalises well the idea of dimension of a set, for example the Hausdorff dimension of
a smooth m-dimensional manifold in R™ is m, and for any set F' C R", with dimy (F') < 1, the set F' is a totally
disconnected set of points. A proof of these facts can be found in Falconer[1]. Connections between Hausdorff
dimension and Lebesgue measure are discussed in depth in Rogers|8].

Example 1.8. The canonical example of a fractal set is the cantor set, described by taking the unit interval and
removing the middle third, then repeating the process on the remaining two intervals, and so on. C = N2,C;,
where Cy = [0,1], C; = [0,1/3] U [2/3,1]. and so on. We can calculate an upper bound for the Hausdorff
dimension of this by taking the intervals making up the sets C; as an open 3~F cover of C. Then X|C;|* = 2F37Fs
and setting s = log2/log 3 gives H*(C) < 1, and hence dimy C < s.

In fact, dimy C = log2/log3 but the upper bound is more complicated to calculate. Although it can be done
from here the calculation isn’t that constructive, so it is left until section 1.4.

Now that we have a notion of dimension, the obvious next question is which maps leave the Hausdorff dimension
invariant.

Lemma 1.9. If f : F — X is a map with d(f(x), f(y)) < cd(z,y)*, for all x,y € F, with some constants ¢ > 0
and o > 0 (This is called the Holder Condition of Exponent a). Then for any s, H*/*(f(F)) < ¢*/*H*(F).

To see this let {U;} be a d-cover of F, then since |f(F NU;)| < c|FNU;|* < ¢|U;|%, it follows that {f(F NU,;)}
is a cd®-cover of f(F). So S |f(FNU)|*/* < ¢/« |U;|, and taking infima and letting § — 0 gives the
required result. From here, the following lemma is clear.

Lemma 1.10. If f : F — X satisfies the Holder condition of exponent «, then dimy f(F) < 1/adimy F. In
particular, if f is a bi-Lipschitz mapping, then dimy f(F) = dimy F'.
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Finally, one more lemma that will come in useful later and follows immediately since the projection map is
Lipschitz.

Lemma 1.11. If proj is projection from R™ onto the last m coordinates, then dimy (proj F) < min{dimy F, 1}
for any FF C R™.
1.3 Box-Counting Dimension

The box-counting dimension will be needed in passing in some of the later sections, so a brief exposition of
it is given here. In fact, box-counting dimension has been around since before Hausdorff dimension but it is
significantly less useful than Hausdorff dimension, as will be discussed at the end of this section.

Definition 1.12. Given a non-empty bounded subset F' C R™ let Ns(F') be the smallest number of sets of
diameter at most § needed to cover F. Then we define the upper and lower box counting dimension (dimp and
dimp respectively) as

. log Ns(F' log Ns(F
dimp (F) _ h?jélp O%]O&g((j) and MB(F) = thl(I)If Oflo(sg((g)

If these two limits are equal we define the box counting dimension dimp as dimp(F) = dimp(F) = dimg(F).

This definition gives the idea behind the box counting dimension, but in practice we usually use the following
alternative definition to make it easier to calculate. Say a collection of the form

{[m15,5(m1 F1)8] X - X [mnd, (mn +1)8] s M. .. Mg € Z}

is a d-mesh, and define N{(F) to be the number of cubes in a d-mesh which intersects F. It is clear that
Ns /m(F) < Ng(F), so for § small enough

log Nj. /s (F) - N§(F)
—log(dv/n) — —log/n—logé
So log N§(F log N{(F
o —_— o}
dimp F' < liminf gié() and dimpg < limsup gié()
- s—0 —logd 550 —logd
To get the opposite inequalities in the above it suffices to notice that any set of diameter at most § is contained
in at most 3" mesh cubes, so N§(F) < 3"N;s(F) and the argument follows along the same lines. Hence we
can replace N5 by Nj in the definition of box-counting dimension. It can also be shown that is enough to
consider limits along a decreasing sequence &3 = c* for some ¢ € (0,1). This alternative definition lends itself to
empirical calculations, and indeed when people talk about the dimension of a coastline or some other natural
phenomenon they will often be talking about an estimation based on the box-counting dimension.
There is yet another alternative definition which deserves a mention here since it will be used in later sections.
If Ns(F) is the maximum number of disjoint balls of radius § with centers in F, then

i ) log N (F) . . log N5(F)
d F)=1 ———— and d F)=1 f —————=
imp(F) lglj})lp —logé and dimp (F) - log §
This can be easily proved in a similar way to the calculation with Nj.

Example 1.13. The box counting dimension of the cantor set C may be calculated by taking the obvious §-meshes
Jor 6, = 1/3% to find Nj (C) = 2% and thus

log 2% _log2

dimp(C) = dimp(C) = dimp(C) = am log3%  log3

We can relate the box-counting dimension to the Hausdorff dimension in the following way
Lemma 1.14. For any non-empty bounded ' C R"
dimy F < dimgF < dimpF

Proof. The latter inequality is obvious, for the former notice that if F is covered by Ns(F) sets of diameter §
then

inf {Z |U;|1° + {U;}32, a d-cover of F} < Ns(F)6®
i=0

so if H*(F) > 1, we have —6° < Ns(F) so s < liminfs_,olog Ns(F')/ —logd, which gives the required result. O
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The following properties demonstrate some of the other similarities between Hausdorff and box counting di-
mension, as well as leading us into its main problem.

Lemma 1.15. 1. If F is a smooth n-dim manifold, then dimp F' = n.
2. If Fy C Fy then dimp(Fy) < dimp(F) and dim(Fy) < dim(Fy).
3. dimp and dimp are bi-Lipschitz invariant.

4. dimp(F) = dimgz(F) and dimp(F) = dimp(F), where F is the closure of F.
All of these follow from the definitions, but we will only prove the last one here.
Proof. If B; is a finite collection of sets of diameter at most § with F' C U; B; then F C U;B; also. O

The last property of the previous lemma is a real problem for the box-counting dimension, as it implies that
dimp(QN[0,1]) = dimp([0,1]) = 1. So the box counting dimension can be affected by countable sets which is
something we really don’t want (it was wish 3 in our wish list in the introduction). Several people have come
up with modified versions of the box-counting definition to remove this issue, for example by taking

1<i<oco

o0
dim(F) = inf { sup (dimp Fy) : F C [ F}
i=1
Unfortunately these types of modifications mean that this new modified dimension is no longer easy to calculate.

1.4 Mass Distribution Principle

The Hausdorff dimension is only going to be of any use if there are ways to calculate it, or at least obtain some
bound on its value. Most of the time finding an upper bound on the dimension is easier than finding a lower
bound. To find an upper bound it is usually sufficient to compute > |U;|® for some collection of d-covers, as it
was in the cantor set example. However to find a lower bound it is necessary to consider all §-covers, which is
often much harder. These next two subsections give some useful techniques for finding this lower bound.

The Mass distribution Principle provides a way of estimating the lower bound of the Hausdorff Dimension,
roughly speaking if we can create a mass distribution on F' which assigns ‘less’ mass than the ‘size’ |U|* of the
set U, then we will gain information about H?*.

Lemma 1.16. Mass Distribution Principle Let i be a mass distribution on F C R™ (Here we take a mass
distribution to mean a countably sub-additive measure with 0 < p(F) < 00), and suppose for some s > 0, there
exists ¢ > 0 and € > 0 such that p(U) < c|U|® for all sets U with [U| < e. Then H*(F) > p(F)/c and s <

Proof. Let {U;} be a d-cover of F, with § < & then

oo

0<u(F)<u (U Ui) < ZN(Ui) <ey |l

i=1 i—
Thus, taking infima over all d-covers gives H*(F) > u(F)/c > 0, and so dimy (F) > s. O
Notice there was no requirement in the above for the sets U; or the set F' to be measurable.

Example 1.17. We can use the mass distribution principle to get an upper bound on the dimension of the
cantor set. Recalling the cantor set C is described by C = N2,C;, where Cy = [0, 1], and C1 =[0,1/3] U [2/3,1]
and so on (defined iteratively by removing the middle third from each interval).

A (countably sub-additive) measure pu can be defined by letting u(U) = 27F for each interval U in Cy,, and then
using method I (Lemma 1.2) to generalise this onto arbitrary subsets of R. Now, for any open set U C [0, 1],
let k be the integer with 3=+ < |U| < 37%. U can intersect at most one interval in C, and hence p(U) < 27F
and

log 2 log 2

p(U) <278 =37Mess = (37F) 3 < (3|U))

log 2
log 3

Hence, by the mass distribution principle, iggg < dimy (C)
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1.5 Thermodynamic Formalism

Although the Mass Distribution Principle is useful it does require the estimation of p(U) for a large number of
small sets U. This method replaces that requirement with the calculation of a single integral.

Definition 1.18. For s > 0, define the s-energy Is(p) of p as:

:/¢s(x)du(x) where %(m):/ du(y)

|z — yl*

First we need a preliminary lemma:

Lemma 1.19. Let p be a mass distribution on R™, FF C R", and 0 < ¢ < o0 a constant.

If hmsupM <cVx e F , then H*(F) > HE)
rs

r—0 c

Proof. For each 6 > 0, define the set Fs = {x € F : pu(B(z,r)) < cr*V0 < r < §}. Now, any d-cover U; is
necessarily a d-cover of Fs, and for any x € Fy, U; C B(x, |U;|) (recall a d-cover has sets of diameter at most ¢)
Now, u(U;) < u(B) < c|U;|*, and p(F5) < Y. {p(U;) : UinFs # 0} < ¢y, |Us|*, and so u(Fs) < ¢H*(F).
Finally, as Fj are increasing as 0 decreases, lims_,o u(F5) = pu(UssoFs) = p(F) (by continuity of u), giving
W(F) < H(F). O

Now we are ready to prove the main result, that given a mass distribution on F' with finite s-energy, we can
conclude that the Hausdorff dimension of F' is greater than s. This can be a very powerful way of obtaining a
lower bound on the Hausdorff dimension.

Lemma 1.20. 1. Let F C R™, if there is a mass distribution u on F and I;(1n) < oo, then H*(F) = oo and
dimy F > s.
2. If F is a Borel set with H*(F) > 0 then there exists a mass distribution u on F with I;(n) < oo for all
0<t<s.

Only the first part of this lemma will be proved, since this is the most useful for later on, the second part is
just stated for interest. The proof of the first part given here is an elaboration of that from Falconer[1] and a
proof of the second part can be found there also.

Proof. Let p be a mass distribution with support (recall Definition 1.6) contained in F and Is(u) < co. Then
define B
G = {xeF:limsupW >0}
r—0 T

. For any € G we can find some ¢ > 0 and sequence r; — 0 such that u(B(x,r;)) > erf. Now p({z}) =
else ¢s(x) = 0o and so I;(p) = oo, which cannot happen. By continuity of pu,

nlgnéou( (z,1/n)) (ﬂBml/n)zO

n=1

So we may choose ¢;, 0 < g; < r; such that p(B(x,q;)) < 3/4er;. Next, define the annuli A; = B(x,r;)\ B(z, ¢;).
So u(A;) > 1/4erf. Passing to a subsequence if necessary, it can be assumed that 7,11 < ¢; for all i, making
the annuli A; disjoint. So for all x € G

Ix—yls Z/ y\ /d Zii vt =

But I(p) = [ ¢s(x ) < oo by assumption, so ¢s(x) < oo for p-almost all x, and hence u(G) = 0.
Now, for all zEF \ G7 it is the case that limsup,_,, wB@.r)

rs

¢s(x) =

= 0 so by lemma 1.19, we have for all ¢ > 0
H(F) 2 H(F\G) 2 p(F\G)/ec = (WF) = w(G))/c = u(F)/c

So H*(F') = oo and dimy (F) > s O

Example 1.21. Thermodynamic Formalism can be used to give the same lower bound on the Hausdorff dimen-
sion of the cantor set C as was obtained using the mass distribution principle. Let p be the same measure as was
constructed in the previous example (split the mass evenly across each interval at each step of the construction).
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Firstly, notice that ' = {(z,y) € C* : x =y} is a (p x p)-null set since
o)) = [ wPw)ints) =0

where T(z) =T N{(x,y) : y = 2}. Now we can split up C x C in the following way. Write C} for the ithinterval
from the left in the j"iterate of the construction and let Uy = C?xCiucixct, U, = (Ui#C,ﬁ X C’i) \ Uk_1
for k > 2. So Uy is made up of 2% disjoint sets and p(Uy) = 2F - 47% = 27%. Now for any s < log2/log 3.

NXN /JX,M ks ks s
d(p % ) / w(Uy)3% < 37727
/C><C |z —yl|* Z U R Sy Z Z

Since for all (z,y) € Uy, |z —y| > 1/3F. Now by Fubini’s theorem (see [20] Theorem 29.7)

[ e <
|33—ZU| cxe |33—Z/|‘

Which gives the lower bound dimy, C > s for all s < log2/log3 by Lemma 1.20 and hence dimy C > log2/log 3.

1.6 Sequence Spaces

A small detour has to be taken here to discuss sequence spaces, as much of the later material is described most
easily using them. Direct comparisons between the dimensions of the sequence space and some attractors of
dynamical systems can be made, and the sequence space will be useful for creating measures to be used in
conjunction with the mass distribution principle and thermodynamic formalism.

First, some notation. If A is a finite set, then write A¥ for the set of length-k sequences over A, A = U A"
for the set of all finite sequences and AN for the set of one-sided infinite sequences over A. In this report, A
will always be the set {1,...,m}, for some m € N.

For i = (ig,...,in) € A and j = (jo, j1,...) € AF or AN, write i,j for the sequence (i, ... i, jo,j1,--.). Also,
write i < j, if j = i, 1/, and |i| for the length of the sequence. If i,j € A", then we denote by i A j the maximal
subsequence such that i Aj <iand iAj <j. We denote by [ig,...,in] ={i : (io,...4n) < i} the cylinder sets
and finally, o : AN — AY denotes the usual shift on AN, taking (ig,1,...) = (i1,42,...). Next we state some
basic properties of AN, which will come in useful later when we want to describe measures on the space.

Lemma 1.22. (1) The topology B generated by taking the cylinder sets as a basis forms a o-algebra in AN.
(2) The function d : AN x AN — Rsq, given by d(i,j) = 27"l is a metric on AN.
(3) The topology B is also the Borel o-algebra generated by the metric d.
(4) AN is compact with respect to the above topology.

Proof. (1) The complement of a cylinder set is a union of cylinder sets.

(2) For any k € AV, d(i,j) < 2~ mindiAKLIKAIY — max{d(i, k), d(k, j)}

(3) The open balls with respect to d are exactly the cylinder sets.

(4) Using the metric d, A" can be shown to be compact, by showing it to be complete and totally bounded.
For total boundedness, it suffices to notice that any sequence is a distance of at most 2 away from any
other. To show completeness, take a Cauchy sequence in i, € A", and notice the Cauchy condition is
equivalent to

VC € N,3N¢ € N such that Vn, m > N¢ we have that |i,, Ad,| > C

So every sequence in the set Ic = {i, : n > N¢} agrees on the first C' terms. Then a sequence i can be
chosen by taking the C'th element of i as the C'th element of any sequence in I, and then this sequence
is the limit of i,,.

O
A new metric p can be defined on AN, by setting p(i,j) = ¢;, ... ci,, where n = [iAj| and {co, ..., cm} is a set of
integers with 0 < ¢; < 1. From now on, this metric will be referred to as the metric generated by {c1,...,cm}-

Interestingly, p is in fact an ultrametric, it satisfies p(x,y) < max{(p(z), p(y)} and it will come in useful when
relating the Hausdorff dimension of subsets of the shift space to the Hausdorff dimension of certain fractals.

Lemma 1.23. The Borel sigma algebra B generated by d is the same as the Borel o-algebra generated by p.
Proof. The open balls with respect to p are exactly the cylinder sets. O

Most of the content in the coming sections will use countably sub-additive measures defined on the o-algebra
of all subsets of a space and we need not worry about the above. However, there are one or two places where
it is important to have a (countably additive) measure defined on the Borel o-algebra (for example in section 3
where we need to use Fubini’s theorem).
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1.7 Subshifts of Finite Type

In this section , A = {1,...,m}. If K C AN we say K is a subshift if o(K) C K. If B = b; ; is an m x m matrix
with entries in {0, 1}, then the subset Ag of AN can be defined by allowing only the elements i = (g, iy, .. .)
with the property that b;; ;, 1 for all j € N. This subset is called the subshift of finite type associated to B,
and B is known as the transition matrix. Clearly, Ap satisfies o0(Ap) C Ap. Notice that if B has a row ¢
which contains all zeros, then no i € Ag may contain b; (since there would be no choices for b;;1. Since we are
only interested in modeling infinite sequence spaces, we will exclude matrices which contain entirely zeros rows.
Subshifts of finite type are often described using their associated directed graph G, given by taking the vertices
as the points in 4 and saying there is an edge from 7 to j in G if b; ; = 1.

Example 1.24. If A= {1,2,3} then the transition matrix B gives associated graph G:

A

Cr1 e
7

The metrics d and p can be restricted to Ap, and will still be written d and p, they retain all the properties of
Lemma 1.22.

1.8 Iterated Function Systems

Definition 1.25. 1. A mapping S : D — D is called a contraction on some closed D C R"™ if there is some
¢, with 0 < ¢ <1 and |S(z) — S(y)| < clx —y| for all xz,y € D. If |S(x) — S(y)| = clx — y|, then S is a
contracting similarity (or just similarity). The constant ¢ is usually called the contraction factor.

2. A finite family {S;}™, of contractions is called an iterated function system, and we call a non-empty
subset A C D, such that A = U™ S;(A), the invariant set.

3. A set A which can be represented as the invariant set of an iterated function system is called a self-similar
set.

Iterated Function Schemes can be modeled using sequence spaces and subshifts of sequence spaces. If {S1,... S, }
is an IFS then let A = {1,...,m}, then choose some compact bounded set B C R™ big enough that B C S;(B)
for all i, and define:
S(i)=S;, 08, 0---08; (B)ifi= (iy,iy,...,in) € A"
o)
S() =) S8i, 0 Siy 0+ 08 (B) if i = (i, iz,...) € AV
=0
Now |N}Z_ySi,0Si, - -+ Sip (B)| < |Blciy - - - ¢, , s0 the diameters are decreasing and hence by Cantor’s Intersection
Theorem, the intersection S(i) = N2 (S;, 05, - - - i, (B) is a single point. If we want to work with some subshift
K C AN instead of with the full shift, we can simply restrict the above map to the subshift.
Notice also that with the above definition we could have used any compact bounded set B with the property
that S;(B) C B for all i. The next lemma the most important lemma in this section as it shows the invariant
set A is completely determined by the iterated function system when we are working with the full shift.

Lemma 1.26. Any Iterated Function Scheme determines a unique invariant set A, where A is compact and
non-empty.

Proof. Eristence: Firstly, Ujc 4~ S(i) are non empty compact sets satisfying (J;c 4n S(i) C Ujcgn-1 S(i). Hence

we have that -
A=) ( U S(i))

n=1 \icAn
is non-empty and compact (by Cantor’s Intersection theorem again) and satisfies A = U™ S;(A).
Uniqueness: Firstly we define the Hausdorff metric

d(A,B)=inf{§ : AC Bs, BC As} where Us = {x : |z —u| <6 for some u € U}

It is easy to check this satisfies the conditions of a metric. Next assume A also satisfies A = U2, S;(A) and
notice

d(A,A) =d <6 Si(A), 05@)) < max d(Si(A),Si(f\)) < max ¢d(A,A)

e T 1<i<m T 1<i<m
1=
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So because 0 < ¢; < 1 for all i, d(A, A) = 0. O

Also since U;S; (UieavS (1)) = UjeanS(i), by uniqueness A = U 4n5(i). We now consider properties of the map
S, with respect to the metric p on AY, defined in section 1.6.

Lemma 1.27. If S : AN — A as in the previous section.

1. The map S is Lipschitz and hence continuous.
2. If the iterated function system is made up of contracting similarities, and S is injective then S is bijective
and bi-Lipschitz.

Proof. 1. For i,j € AN, we have S(i),S(j) € Si, 0 Si, -+ Si (M), where r = |[i A j|. Hence |S(i) — S(j)| <
IAlp(i, ).
2. Since A is exactly Ujc4nS(i), the map S : AN — A is always surjective, so if S is injective it is bijective
also. S can also be seen to be bi-Lipschitz. Let i,j € AY agree up to the first n-1 places and disagree on
the nth, so since the S; are contractions:

SG) — 5G| = pi.d) |SG) ~ SG)| = pli.d) min (d(S:(4), 5(A)))

#J

1S(A) = SO = cip -+ i,

where I,J € AN differ in the first position, d is the usual distance between two sets, and

min (4(5,(A), 5,(A)) > 0
i#j
because A is compact, and hence closed, so if the distance between S1(A) and S2(A) was zero, they would

share a point, which would contradict the injectivity of S.
O

The first part of the above lemma doesn’t require the fact that S is defined on the whole shift and is still true
is we restrict it to some subshift, the second part of the lemma does require this but if we restrict the map to
S : K — Uieg S(i) it holds. This sort of technique is discussed in more detail in Section 2.2 on sub-self-similar
sets.

This result above can make the map S incredibly useful. If S can be shown to be injective then it is bi-Lipschitz,
then by Lemma 1.10 S preserves Hausdorff dimension. So we can say that dimyg (K) = dimyg (A).

Example 1.28. The Sierpiniski Triangle, can be defined as the invariant set A by the similarities {S1, Sa2, S5},

where
1 1 1 0
S1=T,5 =T+ <%> ;53 =T+ <0), where T = <(2) 1>
2

2

This iterated function system has unique invariant set A = UjcnS(i). We write I for the set of cylinder
sets of length k, and notice that IF is a cover of AN with |I¥| = 2F and |I| = 37% for all I € IF. Hence if
s =log3/log?2 then 3" ;.7 |I|® = 372" = 1. Hence H*(A) <1 and dimy A < s.

Figure 2: The Sierpinski Triangle

Unfortunately, in practice S is not always injective as a map on AN. To get around this we can restrict the
order in which we apply the similarities, ie. model this as as a subshift.

10
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Example 1.29. If we restrict the order in which we can apply the similarities when constructing the Sierpiriski
triangle, we can create a modified Sierpiniski triangle. For example, allowing all compositions except S1 with
itself can be modeled with a subshift of finite type generated by the transition matrix

0
B=|1
1

—_ = =
—_ =

Now there is the problem that it is unclear how to calculate an upper bound for dimy. A technique for doing
this will be given in section 2.3.

h A
%;é\ AR \
}A\\m ?:}tnz

1.4

Figure 3: Modified Sierpinski Triangle

Although calculations of the dimensions of these two Sierpinski carpets could be done from here using the same
method used to find the dimension of the cantor set, it is best left until later when more techniques have been
developed.

1.9 Measures on Sequence Spaces

An alternative use of sequence spaces in modeling Iterated Function Systems comes from the fact that it is in
general much easier to define a measure on AY, than it is on A. The measure defined on A" can then be used
to define a measure on some invariant set A of an iterated function system, as demonstrated in the following
lemma.

Lemma 1.30. 1. If p is a countable sub-additive measure on AV, then v is a countably sub-additive measure
on A, where v(U) = p{i: S(i) € U}. Moreover if u is a (countably sub-additive) mass distribution on AN
then v is a (countable sub-additive) mass distribution on A.
2. If u is a (countably additive) measure on B, the Borel o-algebra on AV, then v is a (countably additive)
measure on the Borel o-algebra of R™.

Proof. 1. v(0)=0and U CV C AN = y(U) = u(S~1(U)) C u(S~1(V)) = v(V) follow easily. Moreover,
given U; a countable collection of sets

v (U Uz-) =y (U slw») <> w()
=0 =0 =0

If 41 is a mass distribution, ie 0 < p(AY) < oo, then v(A) = u(AY), and hence v is also. We can write
as v(U) = p(S7H(U)). Now since S is continuous and continuous functions pull back open sets to open
sets and closed sets to closed sets, S also pulls back Borel sets to Borel sets. So if {U;}52, is a countable
collection of disjoint Borel sets in R then u(S~™H(U;U;) = pw(U;S™HU;)) = >, w(S™HU;)), since the
S~—1(U;) are disjoint also.

O

This result, and constructions very similar to this will turn out to be extremely helpful in many of the theorems
that follow. As an example, consider the Bernoulli Measure on A" is given by u([ig, i1, - - in]) = DigDi, - - - Dir s
where {p; : j € A} is a probability vector (3_;p; =1). This defines a countably sub-additive measure by the
Method 1 construction in Lemma 1.2, taking the pre-measure on the class of cylinder sets. In fact the Bernoulli
Measure is a (countably additive) measure on the o-algebra B generated by cylinder sets, a fact which follows
from Carathéodory’s Extension Theorem ([20] Theorem 11.2).

11
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Example 1.31. This measure can then be projected down onto, for example, the cantor set C C X, in this case
A =0,1 corresponding to the two similarities S1 and Sy. Let p be the Bernoulli measure with probability vector
{1/2,1/2}, and v the associated measure on X. It is easy to see this defines the same measure as in the earlier
ezample (Mass Distribution Principle), as a cylinder set [ig, . ..i1] in AN corresponds to an interval in the k'™
iterate of the construction, C.

2 Self-Similar Sets

The cantor set example in the previous section didn’t really show the full power of using iterated function system
and sequence spaces. We now give a simple condition that reduces the calculation of the Hausdorff dimension
of an invariant set of an IF'S to a very simple form. The condition is called the open set condition, and roughly
speaking asks for the IFS to satisfy some sort of separation condition, ie. the images of the contractions S;
cannot ’overlap’ too much.

Definition 2.1. We say an IFS satisfies the Open Set Condition (OSC), if there is a bounded non-empty open
set U C R™, such that for all i, S;(O) C O, and for all i # j, S;(0) N S;(O) = 0. Such an open set is called a
feasible open set.

We require a few preliminaries before the main proof.

Lemma 2.2. IfU; C R” is a collection of disjoint open sets, with each U; containing a ball of radius a1r and
contained in a ball of radius agr. Then any ball B of radius r intersects at most (14 2a2)™a; ™ of the closures

Ui

Proof. Let B = B(x,7), so if U; N B(x,r) # () then U; C B(x,1+ 2ar). If ¢ sets U; intersect with B(z,r),
then we sum up the volume of the (disjoint) interior balls of the U; to give g(a1r)™ < (1 + 2a2)™r". O

Lemma 2.3. Given {c1,...,cp,} with 0 < ¢; <1 for all j, the set function u on AN = {1,...,m}Y, given by
w(fio, - -,ik]) = (ciy - ci,,)® defines a countably sub-additive mass distribution on AN, where s is the unique
real number such that }_, c; = 1.

Proof. We use the Method I construction (Lemma 1.2) to define the sub-additive measure on AY from the pre-
measure g on the class of cylinder sets. Finally, u(AY) = u(U;[j]) = >_;¢; =1, 50 pis a mass distribution. [

Now we come to the main result, the upper bound in the following theorem is fairly easy to derive, but the lower
bound is a little involved, although in essence it relies on defining a measure in the sequence space, pushing it
down onto A and then appealing to the mass distribution principle.

Theorem 2.4. Given an IFS of similarities {S,;}7~, satisfying the open set condition, with ratios 0 < ¢; < 1
and invariant set A, then dimy A = dimp A = s, where s is given by Z?;o ¢; = 1. Moreover, for this s,

0 < H3(A) < c0.

Only the calculation for the Hausdorff Dimension will be done here, the calculation for the box dimension
follows along similar lines. It is also a consequence of Theorem 4.3.

Proof. Recall the maps from the sequence space onto A could be defined for any closed bounded B large enough
that B C S;(B) for all i. Since this is true for A itself, we will take that as the definition for now.

S(i) = S; 0---08;, (A) forie A" and S(i) = lim S;, 0---08; (A) for i € AN
n—oo
Firstly, for the upper bound notice that A = U;c 4#S(i) is an open cover of A, where |S(i)| < (max;{c;})*|A|.
So given any § > 0, we may choose k large enough for |S(i)| < 6 for all i € A*. Finally it suffices to notice

Ss@lr = Y (cz-l---cimw:(Z@)---(Zoi) Al* = |A]®

ie Ak (i0,---ix ) EAF i1€EA ir€A

This gives H*(A) < |A]°.
For the lower bound let u be the mass distribution of the previous lemma, and v the natural mass distribution
on A (as in Lemma 1.30) defined by taking v(U) = u({i : S(i) € U}). We show v satisfies the conditions of

the mass distribution principle (lemma 1.16), and v(A) = 1. Let O be a feasible open set (as in Definition 2.1)
and notice that by the argument of Lemma 1.26 that (Z?ll Si(a))k converges to A as k — oo. Moreover,

Sig 008, (0) D S 008, (A) for all (ig,...,ir) € AF. Let B be a ball of radius r < 1, we will want to
estimate v(B).

12



2 SELF-SIMILAR SETS 2.1 The Open Set Condition

If we truncate each sequence i € AN to iy, .. .4, where k is the smallest integer such that

r min ¢ <c¢; ¢, <r
1<1<mz to Y=

and denote the set of such sequences by Q. Now, S,(O) and S,(O) are disjoint for all a # bso S;,0---05;, 05,(0)
and S, 0---05;, 0S,(0) are disjoint for all a # b and all (ig, ... ,i;) € AY. Hence we can conclude

{Sig0--+08;,(0) : (io,...,ix) € Q} is a pairwise disjoint collection (2.1)

Notice also that A C UgS;, o---0S;, (A) CUgS;, o-+-08;, (0). Choose ai,ay such that O contains a ball of
radius a; and is contained in a ball of radius az. So for all (ig,...ix) € Q, S;, 0 -+ 05, (0O) is contains a ball
of radius a;r min; ¢; and is contained in a ball of radius ¢;, - - - ¢;, a2 and hence in a ball of radius asr.

Let Q; denote the sequences (ig, ... ,ir) € Q such that BN S;, o---09;,(0) # 0. By (2.1) and Lemma 2.2, B
intersects at most ¢ = (1 + 2ag)"aj " (min. ¢;) ™" elements of Q. Hence

v(By=wp{i: SG)eB)}<u U [ig, .. .1 <Z,u 10y .. 1 Z(ci0~~~cik)5§2r5§rsq
(30e--yik ) EQ1 Q1 Q1

So since U is contained in a ball of radius |U|, ¥(B) < |U|*q and by the mass distribution principle (Lemma
1.16), H?(A) > 1/q > 0 and dimy A > s. O

Example 2.5. This theorem immediately gives us the dimension of the cantor set C, using the similarities
Si(x) =x/3, Sa(z) = x/3+2/3 deﬁned earlier. {S1,S2} satisfies the open set condition with the open set (0, 1),
and hence theorem 2.4 gives 2 (% ) =1, where s = dimyC. Hence dimy(C) = log2/log 3.

Example 2.6. The Hausdor(f dimension of the Sierpiriski Triangle A given by the similarities {S1,S2, S3} is
also easily calculated, where

1 1
S1=T,5 =T+ <%> S3 =T+ <(1)), where T = <(2)
2

Each S; clearly has contraction factor 1/2, and the open set condition holds with open set (0,2) x (0,1) C R2.
So theorem 2.4 gives dimy (A) = log 3/log 2

V= O

2.1 The Open Set Condition

The main condition needed in the previous section was the open set condition (OSC). It is interesting to
notice the exact interplay between different conditions such as the open set condition. The results below
are given just for interest and will not be used in the remaining material. In theorem 2.4 we showed that
0SC = H*(F) > 0 = dimy(F) = «, where a = dimp(F'). It was shown by A. Shief[9] that in fact

0S5C & H* > 0= dimy(F) = «

The final inequality unfortunately does not go both ways as can be illustrated by an example originally due to
Mattila. Showing that for any fractal set it is possible to have H! = 0 with dimy = dimp = 1 is easy (consider
a cantor set where the size of the intervals removed at each stage decreases), but it is significantly harder to
find a self-similar example.

(3 (§) e ()

This creates a variant of the Sierpiriski triangle, which satisfies the open set condition with (0,1) x (0, %) and
using theorem 2.4 it is easy to show a = dimp(A) = dimy (A) = log3/log2. Next, it is possible to say that
for almost any line through the origin in R? the projection of A onto this subspace is self-similar, satisfies the
0SC and has Hausdorff and box dimension 1, but H' is zero. Unfortunately this requires some tricky theorems

involving densities, it in fact follows from Falconer[1] Theorems 5.2, 6.8.

Example 2.7. Consider

O wl=

EBR(

wi= O

00|

It has also been shown by Bandt and Graf[10] that the OSC is equivalent to what they call the Neighbour Map
Condition. The set of neighbour maps is N' = {S;° Lo S; :1,j € A | ig # jo} The neighbour map condition
then states that there is a constant x > 0 such that for all h € N, ||h —id|| > . The norm here is the usual
supremum norm on R"™.

13
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145

04f
135
B3 P P
1250
02t
RS
01t

M5F .

Figure 4: The variant of the Sierpinski triangle from Example 2.7

Finally C. Bandt, N. Viet Hung and H. Rao[11] built on this to give a constructive approach to creating this
open set by showing that if

V={z : d(z,A) <d(z,H)} where H = U h(A)
heN

Then V is a feasible open set if OSC holds, and moreover if OSC does not hold then V = (.

2.2 Sub-Self-Similar Sets

In section 2 we found an easy way to calculate the Hausdorff dimension of a space which can be modeled
using a full shift AN and which satisfies the open set condition. The following result relaxes the first criterion,
requiring only that it is modeled by some subshift of the shift space. Throughout this section the metric on AN
is d(i,j) = 271"l (this metric was discussed in section 1.6). We will say that A is sub-self-similar with respect
to an iterated function systems {Si,...,S5,} if A CU™,S;(A). The next Lemma is very powerful, as it allows
us characterise sub-self-similar sets generated by iterated function systems in R™ using subshifts in AN,

Example 2.8. If A is a self-similar set, ie. A = U;S;(A) for some iterated function systems S1,...,Sm, then
OA € A since A is closed. Let z € OA with z € S;(A) for some i, then if z = S;(x) for some x € A° then there
would be some open set U C I° with S;(U) C A° contradicting z € OA. Hence z € S;(OA) and so OA C U;S;(0A)

s a sub—sell similar set.
and a1 = 0
1 0 ’

1
, @10 = 1 . By

O wl=

For example, taking the self-similar set generated by S;(x) = T(x) + a; where T =

oo (1= ()= (3= () o= (1 = () 1= (o

the remarks above, OA is a sub-self-similar set with respect to the same Sy, ..., S1o.

R
wihwhowWl—= O
N—

Figure 5: Self-Similar Set of Example 2.8. The Hausdorff dimension can be calculated as being almost certainly
dimy A =log 10/ log 3 via Theorem 3.9 in the section on Self-Affine sets (unfortunately, we cannot use Theorem
2.4 since the open set condition does not hold).

Lemma 2.9. Let {S1,...,Sn} be contractions. Then A is compact and sub-self-similar for {S1,...,Sm} if and
only if A = S(K) for some compact set K C A" satisfying the condition o(K) C K

14



2 SELF-SIMILAR SETS 2.2 Sub-Self-Similar Sets

Proof. 1If K is some compact subset of AN, with o(K) C K. Then for any z € S(K), it is true that z = S(i)
for some i = (i1,42,...) € K. Hence z = S;,(S(c(i))) € S;;(S(K)). This shows that S(K) satisfies the
Sub-Self-Similar Condition. For the converse, suppose A satisfies A C U"S;(A) and let

K= {(io,il,...) : S(ik,’ik+1,...) € AVEk e N}

Clearly o(K) C K. Now, since S is continuous (by lemma 1.27) and A is closed we have that S~!(A) is closed.
By continuity of o,

o F(STHA)) = {(iosit,...) ¢ (ikyiptr,...) € STHA)}

is closed. Hence

K = () {Goir,..) : (insiksr,...) € STHA)}
k=1

is closed and compact (recall that A" is compact).

It is also clear that S(K) C A. Now, if 2o € A then by the sub-self-similar condition, there exists an ig such
that g = S;,(x1) for some z; € A. Now, there exists an i; such that ;7 = S;,(z2) € A and so on. Hence
To = (Npeo Sip © - 0 Si, (B) = S(i) for some i = (i, i1,...) € S7'(A) and indeed for any k € N

S(ik,ik+1,...) = ﬂ Siy o---OSij(B) =z, €A

Hence zp € S(K) and A C S(K). O

Example 2.10. Consider a simplification of Fxample 2.8, where we take the first nine contractions Sy, ..., Sy.
It is clear that the invariant set of these contractions is simply the unit square [0,1]%. We can then describe
the subshift generating 0[0,1)? using the graph of figure 6. Ko represents the complete graph on 9 vertices, and
the allowable sequences are those which eventually follow one of the dotted lines into one of the four subgraphs
which each give one side of the unit square.

INs N

/
~ —
N Ve
\\\ RN P ///
- ~ N /- _ -
- — _ < 7 -
B C
— _ s N ~

- // / AN \\ >

/// \ - \\1
WA
/ \\/ \\\5

22— 3

Figure 6: Directed graph showing allowable sequences to generate 90, 1]?

Firstly, some notation

1. K* is the set of sequences in k-length sequences in K and K¥ = U K k is the set of finite length
sequences in K.

2. If {c1,...cm} are the contraction ratios for {S1,...,Sn} then we write ¢; = ¢;¢iy - ¢, for any i =
{i0,--.,in}. S0 ¢ is the ratio of the contraction S;, o---0.5; .

Notice that because of the condition o(K) C K we have that if i € A*, j € A and ij € K**! then i € K* and
j € K'. Much of the following material will rely on this simple observation and the following simple Lemma.

Lemma 2.11. A sub-multiplicative sequence is a sequence that satisfies agim < agam, and for any such
sequence the limit limy,_, o (ay)/* exists and is equal to infy(az)'/*.

Proof. Given n € N, we can write any k € Z as k = gn + p where ¢,p € Z and 0 < p < n. Let £k > n so by
applying the above q times we get aj < ala,. Hence

qn/k
()1/k aq/k 1/k ((an>1/n) a;)/k

15
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1/ Since n was

1/k

Since there are only finitely many choices for a,, as k — oo we get limg o0 (ax)* < (ay)
arbitrary we get limy_,o0(ax)"/* < inf, ar/™. Hence limy o0 (a)/* < inf, ai/™ < lim,, ., (ax)*/* which gives

the result. O

The next section is done is slightly more generality than may seem necessary, but this means that the material
is reusable when we get to the Section 3. Let £ : K¥ x R — R be a function that is

. Sub-multiplicative in i

. Strictly decreasing and continuous in s.

. There exist constants 0 < cy,c_ < 1 such that £(i, s)c*" < £(i, s 4+ h) < (i, 5)ckP, where k = [i].
£(1,0) =1 for all i

=W N

This represents a generalisation of the function i, s — ¢;.

Lemma 2.12. 1. The limit 7¢(s) defined as

exists with 0 < 7¢(s) < 00 and Y ;¢ per §(i,5) = 7e(s)* for all k € N.
2. There exists a unique s > 0 such that ¢(s) = 1.

Proof. Submultiplicativity implies that the limit 7¢(s) exists and also that Y ;. jex €1, 8) < (3 ;e 51 €30 s))]C
which implies 7¢(s) is bounded since K is finite.

By the third property of &,
o < Zigscr E0 D)
>iexr §(1,5)

Applying the definition of 7¢ we get ¢ < 7(s + h)/7e(s) < ¢ for s > 0 and h > 0. So 7¢(s)c" <
Te(s + h) < cli1e(s) and 7¢ is decreasing and continuous. Now, by the fourth property of 7¢, 7¢(0) =
limy,_, o | K*|*/¥ > 1. Finally if s > —logn/logc, then by submultiplicativity
1/k

> &) <) tlis) <neh <1=7e(s) <1

ieKk ieK?!
Hence there is a unique s > 0 such that 7(s) = 1.

O

The following measure on K is key, we will use it to define a measure on A and then show it satisfies the mass
distribution principle.

M*(A) = lim M;(A) where M;(A) = inf {Zg(i,s) cAc| UL k<il < oo}

where [ is the cylinder set of all infinite sequences which agree with i = (ig, ..., ,) on their first n terms. This
is exactly a Method II construction as in lemma 1.4. Moreover, inf{s : M?*(A) = 0} = sup{s : M*(A) = oo}
since if M*(A) < oo, then for any h > 0 and any cover Q with |i| <k for alli € Q.

D Elis+h) <chh) (s
i€cQ i€eQ

Giving M*(A4) =0, since ¢f.h — 0 as k — oco.
The following lemma is often called Frostman’s Lemma, a proof of which can be found in Rogers[8] Theorem
54. The proof is rather involved, so I will not give it here.

Lemma 2.13. Let A C A" be a Borel subset and suppose 0 < M*(A) < oo for some s > 0. Then there exists
a compact set Ag C A and a constant b > 0 such that 0 < M?*(Ag) < oo and M*(Ao N [ig,...,in]) < bc for all
ie AN

Lemma 2.14. The following numbers exist and are equal:

1. The unique s > 0 such that 7(s) =1
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2 SELF-SIMILAR SETS 2.2 Sub-Self-Similar Sets

2. inf{s >0 : M*(K)=0}=sup{s >0 : M*(K) = o0}

3. inf{s >0 : 352, Yierr §(,8) < oo} =sup{s > 0 : P >iexr §(i,8) = oo}
Moreover for this s, M*(K) > 1
Proof. Equality in 2 was discussed above, and in 3 equality is clear.

1. = 3. Follows since >~ > jcx &(i, 8) converges if 7(s) < 1 and diverges if 7(s) > 1.
2. < 3. Taking the open cover K* of K, 377 | 32 £(i, 5) < oo implies M*(K) =0 as

M(K) < ) &(,8) <> > &(i,s) > 0ask— oo

iEKk j=kicKJ

1. < 2. and M*(K) > 1: Suppose M*(K) < 1 for some s > 0, then there is a cover U of K by cylinders such
that > ., &(i, s) < 1. By compactness, we assume U to be finite, and notice that for any ¢ such that 0 <t < s

we still have
P{ES! (2.2)
ieu

Now take p = max{|i| : i € U} and define
Uk:{iliz...ip : ij EUV1§j§p, |i1i2ip| >k, |i1i2...ip,1‘ <k‘}

Now,

Zf((iO’ s 7iq)ia S) < 5(@0’ s 7iq)) Z€<i> S) < E((iOv s ’iq)7 S)
ieu ieu
So by induction, >, £(i,s) < 1. Now, ifi € K**P then i = i'j for some i € U, and |j| < p. Moreover, for any

such i’ there are at most m? choices for such a j (where m is the number of functions in the iterated function
system. Since (1, s) < £(i, s)

S gl <mr Y €l s) <mr

i€ Kkt i'el,
Since this is true for all k, lim,_, (ZieK’“ &, s))l/k <1. O

For the rest of this section, {(i,s) = ¢ and we will write 7 for 7. Notice that i,s — ¢ easily satisfies the
conditions we imposed on &:

1. forall s >0
S s _ S S
E G4 S E Cij = E Gy E Gy
i€ Kk+l iEKFk | jeK! ieKk ieK!

Hence ) ;c xx ¢f is a submultiplicative sequence.
2. is obvious.
3. Let ¢ = min; ¢; and ¢4 = max; ¢;.
4. is obvious.

We now move on to prove the main theorem of this section, as with most of these techniques, the upper bound
is easy to estimate.

Lemma 2.15. L
dimy A < dimpA < dimpA <s

Moreover if M*(K) < oo then H*(A) < oo

Proof. If Q is such that K C Ujecol; where |i| > k for all i € Q, then A C Ui S(i) so for all § < cﬁ.

H3(A) <D ISOI = |BI* Y ¢ < |BPMi(E)

ieQ ieQ
Now if k — oo, then § — 0 and we get H*(A) < |B]* M*(K). O
Theorem 2.16. If A is sub-self-similar with respect to {S1,...,Sm}, similarities satisfying the open set con-
dition, and with contraction ratios {co,...,cm}, and s the unique number such that 7(s) = 1, then dimy A =

dimpA = dimgA = s.

We will only prove this for the Hausdorff dimension, and not the box-counting dimension.

17



2 SELF-SIMILAR SETS 2.3 Subshifts of Finite Type

Proof. Since we already have the upper bound from Lemma 2.15, it suffices to show H*(A) > 0. By Lemma
2.14 we know that M?®(K) > 0 so by Lemma 2.13 there is a compact subset A of K such that the measure
w(U) = M*(ANU) for U C A" is supported by K and satisfies u(K) > 0 and

w(l;) < bef forallie K (2.3)

Now, set v(U) = p{i : S(i) € U} which is a measure by Lemma 1.30. Notice v is supported by S(K) = A.
Now, let V' be a feasible open set (as in Definition 2.1), and let U be a subset satisfying 0 < |U| < |V/|. Finally,
let Q be the set

Q= {(’L'()7 . ,ik) 1 CigCiy t Ciy, ‘V‘ < |U| y CigCiq """ Cik—l}

Now, since c_|U| < |S;(V)| < |U| for i € Q, there are finitely many indices in
Q={ieQ: UnS(V)#0}

Write go = |Qo, and notice qq is independent of U by Lemma 2.2. Notice also that {S;(V) : i € Q} is a pairwise
disjoint collection of sets (by OSC).
If S(j) € U then j|i € Q for some k so j € I; for some i € Qy and then by 2.3

v(U)= D pli€ By <b ) of <oby|V|*|Uf
i€Qo i€Qo

So since v is supported by A, we are done by the mass distribution principle (Lemma 1.16)

2.3 Subshifts of Finite Type

The next section provides what is sometimes an easier method of calculating the Hausdorff dimension than that
of theorem 2.16 in the case that the subshift used to model the IFS is a subshift of finite type. This technique
is due to L. Block and J. Keesling [7]

Example 2.17. Recall the Modified Sierpinski Triangle of Fxample 2.19, defined as the sub-self-similar set A
with respect to the similarities {S1, Sa, S3}, where

1 1
Sl:T752:T+<%>;53=T+<(1)>,whereT=<2 ?)
3 0 1

Where we restrict the order in which we can apply the similarities by not allowing S1 to be composed with itself,
te. we take the transition matriz

B=

— = O
— =
—

and then A = Usc an S(i). Using theorem below, we consider the matrix

0 ¢ cf 1 (0 11 1
M(s)=| ¢ ¢ ¢5 |==—| 111 |==B
28 28
cy €3 c3 1 11

B has largest real eigenvalue X = 14+/3 so by the theorem below the Hausdorff dimension of our modified triangle
is given by log 14++/3/log 2 ~ 1.45. (Compare this with the Hausdorff dimension of the regular Sierpiriski triangle
log3/log2 ~ 1.58)

Let S1,...,Sm be a set of contractions with contraction ratios {c1,...,¢n} and A a sub-self-similar set with
respect to Si,...,S,. Then let K C AY be the subshift given by lemma 2.9, such that K C o(K) and
A = S(K). Let p be the metric on A associated to {c1,...cm}

Theorem 2.18. If K is a subshift of finite type given by K = Ap for some transition matrizc B = (b;;) then
dimy (A) = B, where 8 is the unique value of s for the which the matriz M(s) = (bijc;); has largest real
etgenvalue A = 1.

Proof. We prove this in the case where all the ¢; satisfy ¢; < %7 the general case can be proved by reducing to
this case, via redefining the metric p on AY. We also will only prove it in the case where the graph associated to
the matrix A is strongly connected (there is a path from every vertex to every other vertex), as this simplifies
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3 SELF-AFFINE SETS

the proof greatly. A full proof can be found in Block&Keesling [7]. Now, notice that B¥(s),., is the number of
"length-k paths’ from x to y on the directed graph determined by B, and that

Mk(s)m = Z Ciy "’Cik Wlth igil‘, ik =Y

icKk
This then gives that
1
1
(es--ep) M) =D d
: ieKk
1
So
1 3
1
7(s) = lenolo (cfc% e cf,) ]\/[(,s)k*1 :
1

Now since the graph associated to A is strongly connected, M (s)* is a non-negative irreducible real matrix, and
by the Perron-Frobenius Theorem it has a largest real eigenvalue A with limy,_, o, M(s)*/A\F = vwT, where all
elements of v and w are non-negative. So

1 1

1 1
lm | A% (cic3--cl) M(s)" | . =ay = lim | (Fc3---ci) M(s)" | . = lim ao\*
k—o00 : k—o0 : k—o00

1 1

For ag some positive constant. Hence 7(s) = 1 if and only if the largest eigenvalue of M (s) is 1. By Theorem
2.16 of the previous section, we know the Hausdorff dimension of A is the unique value of s such that 7(s) = 1,
which completes the proof. O

Example 2.19. Let S; = T; + a; be contracting similarities given by the following.

E:(é g)foralli
o (8) (1) om (1) e (1)
2 1 2
(1) e (4) (1) (1)
3 3 3 3

Notice that if we allowed all combinations, this would give a reqular Sierpinski carpet. Now let Ap be the subshift
of finite type generated by the following directed graph, and denote the transition matriz of this graph B.

OO0

N |

8 6 5
b O

The matriz M(s) = (b jc;) = 3%B, and B has largest real eigenvalue A ~ 2.4652, so by theorem 2.18 it has
Hausdorff dimension dimy A ~ 0.8213.

3 Self-Affine Sets

In this section we remove the open set condition and restrict to the case where the .S; are affine transformations,
ie. Si(x) = T;(x)+a; where T; : R™ — R™ are linear maps and a; € R”. We will usually write a = (a1,...,am) €
R™™ when we want to refer to all the translations at once. We can still work with subshifts K € AN which
correspond to sub-self-similar sets via Lemma 2.9. A self-similar set generated by an iterated function system
of affine transformations is called a self-affine set.
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3 SELF-AFFINE SETS 3.1 The Singular Value Function

Figure 7: Modified Sierpiniski Carpet from transition matrix B: dimy (A) =~ 0.8213

From here on we fix a subshift K, fix the T; and write A(a) for the invariant set corresponding to T; = S; + a;.
We will also write S, for the map S as in previous sections corresponding to a. Ideally we want an explicit
formula dependant on the T; and a;, but a general solution of this kind does not currently exist. There is
however a result by Falconer which gives the Hausdorff dimension in terms of the T; for almost all a.

Example 3.1. Firstly an example of just how badly behaved self-affine sets can be, consider the transformations

nen-(34) - (1) (1)

This gives A = C X {%} C [0,1]2, ie. a cantor set, so we know by previous calculations that

ENEYIN

Figure 8: dimy(A) = log2/log3

dimy (A) = log2/log 3 ~ 0.63.
However, if we adjust the values of a; in the affine transformations to

=(3)e=(1)

Then the Hausdorff dimension of the new limit set A as dimH([X) > dimy (proj (1~X)) = 1, where proj is projection
onto the second coordinate (by lemma 1.11, since the projection map is Lipschitz). Notice that although both
transformations have the same T; the change in a; causes a substantial change in the Hausdorff Dimension. In
fact the situation is worse than this, the main theorem of this section will show that dimy A(a) is a constant
for almost all a with respect to the Lebesgue measure on R™ . Combining the above example with that theorem
shows dimy;(A(a)) is not continuous in a.

,_.
M)

3.1 The Singular Value Function

Firstly we just need a quick aside on the Singular Value Decomposition of matrices (a discussion of this can
be found in Strang&Gilbert[13]). If a matrix T is real valued and non-singular, T admits a factorisation
T = P,X Py, where P, and P, are orthogonal real-valued matrices and ¥ is diagonal real-valued matrix. Now,
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3 SELF-AFFINE SETS 3.1 The Singular Value Function

Figure 9: dimy (A) > 1

T*T = P,Y*PfPYPf = P,Y*Y Py, so since XY is a diagonal matrix with o2,... a2 on the diagonal, it is
clear that the a; are the square roots of the non-zero eigenvalues of TT* and T*T, and the columns of P; are
an orthogonal eigenbasis. Writing P; for the columns of P; and P, for the columns of P, notice that P; and P;
form two orthogonal bases with the property that the map T takes the ith element of P; to a non-zero multiple
of the ith element of Ps.

The diagonal elements of 3 are known as the Singular Values of T, and correspond to the lengths of the semi-axis

of the ellipsoid T'(B) where B is the unit ball. For example the singular value decomposition of T = ( Lo )

1 1
1 0\ PSP, A —0.52573 —0.85065\ (1.61803 0 —0.85065 —0.52573
1 1) 2T —0.85065  0.52573 0 0.61803 / \ —0.52573  0.85065

So the singular values of T are {0.61803,1.61803}. Notice that P; is a reflection in the y-axis, and a rotation of
1.0172 about the origin, P» is a reflection in the y-axis and a rotation of 0.5536 about the origin.
Much of the proof revolves around studying what Falconer calls the singular value function, defined below.

Definition 3.2. Let {a;}7, be the lengths of the semi-axis of T(B), where B is the unit ball in R™. Order the
a; such that 0 < ap, < ...a1 < 1. The singular value function is defined as

1S

a1Qy ... QoM where s < n

o*(T) = { (1 ... 0™ = (det T)*/™ s>n
Where m —1 < s<m,méeN

Lemma 3.3. 1. @° is continuous and strictly decreasing in s.
2. If seN, with 0 < s <n, then ¢*(T) = a1 --- a5 = sup L*(T(E))/L5(E), where the supremum is over the
set of s-dim ellipsoids in R™ and L® denotes the s-dimensional Lebesque measure.
3. ¢° is submultiplicative, ie. ¢°(TU) < ¢*(T)p*(U) for all T,U € L(R™,R™).

Note than when we speak of the s-dimensional ellipsoid in R™, we mean an ellipse in some s-dimensional
hyperplane of R™, and identifying that hyperplane with R® gives us the s-dimensional Lebesgue measure of that
ellipsoid.

Proof. 1. Since the transformations P, and P, are orthogonal, they preserve area and hence it is sufficient to
consider the effect of 3 on an arbitrary s-dimensional ellipsoid. Now, if ' is the unit ball in R® C R™ then
L5(X(F)) = aq,...,as. (We are assuming that «g,...,a, are the first s entries in the diagonal matrix
¥). If E is an arbitrary s-dimensional ellipsoid in some other hyperplane in R™ then it is clear that 7" will
shrink E by a greater amount since the singular values smaller than a; will have an effect.

2. If E is an s-dimensional ellipsoid, s € N and 1 < s < n, then

LA(TU(E)) < ¢*(T)L(U(E)) < ¢°(T)9"(U)L(E) (3.1)

Applying this to 2. gives the result. Now, if s € R and 0 < s < n then let m be the integer such that
m—1<s<mso

¢*(T) = a1+ 10y, ™ = (1) " (@ 1) = (67(T) T (9 H(T)

So applying the above to (3.1) gives the result.
Finally if s > n, then ¢*(TU) = det(TU)*/™ = det(T)*/" det(U)*/" = ¢*(T)¢*(U).
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3 SELF-AFFINE SETS 3.1 The Singular Value Function

Lemma 3.4. Let s ¢ N, 0 < s <n. Then there exists a number ¢ < co dependant on n,s and r such that

/ dx < ¢
B, ITz|* = ¢(T)

for all non-singular T € L(R™,R™), where L denotes linear mappings and B, is the ball of radius r in R™

Proof.

I—/ dx _/ dx _/ d(xy - xy)
~Jp, <Tx,Tx>/2  Jp <a,T*Tx >5/2  |p < (x1,...,70), (Q371,...,023,) >*/2

dzy---dx,
— /... (0222 + -+ a222)5/2
B, 11 nn

where T* is the adjoint operator of T, and z1,. .., z, are coordinates in the direction of the eigenvectors of T*T
(see the remark at the beginning of the section). Substituting y; = a;z;/r to give

I</ / dmn / / ca Yy - day,
B, Ts . 5/2 +yn)s/2

where P = {y = (y1,---,Yn) : |¥i] < a;}. Next let m € N be such that m — 1 < s < m and write

Pi={yeP :yl+ - +yl<daZ} , Po={yeP :yi+...+yi_>a}

so P C Py U Ps since |ym| < a;, in P. Hence

< dyn
it < o AT
P y1 “y2,) 5/2 Py y1 W2+ y2)s?

By transforming the first m, and m-1 coordinates respectively into polar coordinates we get

2w 21 200,
T'SinOél"'anIS/ / / /.../D1r75d01...d@mildrdym+1...dyn
0 0 0
2m 2
/ / / / /DQT Sd91 dem_g dr dym ce d Yn

m—1 m— 2S 771391

where Dy = r sin™ 20, sin™ 30, ...806,,_2 and Dy = r .sin6,,_3

200m oo
r g and < cpagpar o an / r5r e 4 o - / rSrm 2y
0 a

/ m—s /
S ClOm41 " QO+ CoQyp - Qi
where ¢1, co, ¢, ¢, are constants independent of «. So

s— m+1) — (C/l +C’2)

¢*(T)

Irs™" < d(ag .. amoral, ™™ (o . 1af,

O

The next lemma Was originally proved by Falconer for the case ||T;]| < , but then improved by Solomyak[12]
to the case ||T;|| < 4. A discussion of this condition follows in section 3. 3

Lemma 3.5. Ifs¢ N, 0<s<nandn< % where nn = max; ||T;||, then there exists some ¢ < 0o, such that for
alli#je AN
da c

<
LeBrcR"k 1Sa(i) = Sa()* — ¢%(Tp)

where p = 1A j denotes the longest subsequence which agrees with i and j.

Proof. Write i = p,i, j = p,j’ and p = |p|. Suppose (without loss of generality) also that the first terms of i’
and j’ are 1 and 2 respectively. Now

Sa(i')=S.(§) = al—ag—l—(Ti/lai/Z + Ty Ty az, + - - )— (T rag, + Ty Ty, a3, + ) =a1—az+Er(a1)+. .. Ep(am)
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3 SELF-AFFINE SETS 3.2 Falconer’s Theorem

where the E; are linear transformations R™ — R™. Now, we can choose & = 1 or 2 such that for some 2 < n < oo,
i}, and jj, are not both equal to « for all £ < n and (if o < 00) i), # v # j/,. Hence

n—1 0o
|Eol <Y nf 4 Y 2mht < % <1
k=2 k=n+1 -n

Since < % Also notice that by the standard result on linear operators (see Eidelman, Milman and Tsolomitis
[16] Section 4.7) ||+ 1+ E, || < 1 is invertible and ||(£1+ E4) Y| < (1 —n)/(1 —2n). Without loss of generality,
assume ||1 + E, || is invertible, and take the coordinate transformation (where 5 =1 — «)

y = (o + Eq(aa)) —ag + Eg(ag) — a3+ Ez(az) —... , ag = ag, az = az - a = ay
Noticing that
(||(aa + Bu(aa)) — ag + Bs(ag) — as + Es(az) — ... || < (2 + k)r and a; € B" Vi # a) = (ar,...ay) € B

We can obtain

/ da _/ da < / dy dagdas - - - day, < c
a€Brk |Sa(i) - Sa(j)|s a€Brk TP(Sa(i/) - Sa(j/»S B yi?e(zgﬁ)r |Tp(y)|s N ¢S(TP)

i

Where the final inequality follows from Lemma 3.4. O

3.2 Falconer’s Theorem

We define a measure on the sequence space using a very similar method to in the sub-self-similar section.

M;(A)mf{zczf(m s AcJn, il zk} and M*(A) = lim M;(A)

k—o0

Which is a countably-subadditive measure by Method II (Lemma 1.4). In fact, this is the construction in section
2.2, with £(i, s) = ¢°(T;). Indeed this choice of & satisfies our four conditions

1. By lemma 3.3

2. By lemma 3.3

3. Let c. =a, and ¢4 = o

4. Ts clear since ¢*(T) = 0 for all T.

We can then conclude the following version of Lemma 2.14
Lemma 3.6. The following numbers all exist and are equal:
1. inf{s : M*(K) =0} =sup{s : M*(K) =00}
2. The unique s > 0 such that 7(s) = lim_o0 (Y e per 0°(11))
S.oinf{s : Yicxr ¢°(T3) < oo} =sup{s : Y ;cpxr ¢*(T}) =00}

We now proceed to prove the main theorem of this section, this upper bound is proved in a similar way as
Theorem 2.4.

Lemma 3.7. If MY (K) < oo then H!(A(a)) < oo and in particular dimy A(a) < s where s is the unique
number such that 7(s) = 1.

1/k -1

Proof. Given some 6 > 0 there exists r such that |S(i)| < d for all |i| > r. Choose a covering set U of K such
that |i| > r for each i € U. So A(a) C UiersS(3).

For i € KT'| S(i) is contained in a fixed parallelepiped P with sides of length 2|B|ay,...,2|Blay,. If m is the
integer such that m — 1 < s < m we divide P into at most

(4|B|C“) (4|B|“’"1) (4| By
Om, O,

cubes of side length ay,, ie. diameter v/nay,.

inf{z |U;|® : Ui a v/nd cover of Aa)} < Z{(4|B|)"a1a2 Q10T (V)

icu
< (4BlVR)" Y ¢"(T)
ieu
Taking the infimum over both all such sets U gives inf{>_ |U;|* : U; a v/nd cover of A(a)} < (4|B|v/n)"M:(K).
Now, letting § — 0, so r — oo gives H®(A(a)) < M?*(K) by Lemma 3.6. O
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3 SELF-AFFINE SETS 3.2 Falconer’s Theorem

Now, we start work on the lower bound, which will use thermodynamic formalism. As a preliminary, notice
that S, (i) is continuous in a for fixed i. This follows since we could have defined S, by taking

i) =[] Siy 008, (2) = lim (Ti, +ag) oo (T, +a,)(0)

T—00

(In fact we could chose any vector including 0, but 0 suits the following calculation). So

Sa(i) = rli)ngo ap + Eo(al) + 71io OTil (aQ) + Tio © T’il ©--+0 ﬂr—l(aT)

|Sa(l)7sb(-])‘ - T&%a0760+ﬂ0(a1)7Eo(b1)+"'+TiooTi1 o"'oﬂr—l(ar) T; OTH o Tir—1(bT)

< Z o max{a; — b;} = Bmax{a; — b;}
—0 (2 ?

For some constant B, since |[T;, o -0 T}, (ak+1) — Tiy 0 -+ 0 Ty, (brs1)| < o |agy1 — br—1] and aq < 1.

Lemma 3.8. Suppose j is a measure on the Borel o-algebra B of AN with 0 < u(K) < oo and for some s <n

JeJe e 5T s

then for almost all a € B, (in the Lebesgue measure sense) we have that dim A(a) > s

Proof. Notice (i,j,a) — min{r, |S,(i) — S.(j)|~*} is a continuous function in i,j and a for any fixed r. This
function is measurable since p X p X pe is a metric countably sub-additive measure, since it is a product of
metric measures (where p, is the Lebesgue measure). For such measures continuous real valued functions are
measurable (see [20]Theorem 19.1). Now define

P(a,i,j) = Tlggo min{r, |S(1) — SG)|~°}

1 is Borel measurable on R™ x K x K (by [20] Theorem 20.3), so by Fubini’s theorem (see [20] Thm 29.7) for

almost all a € B,
du du
< o0
fo 0~ 5.07

For these a we define v on R™ by v(U) = u{i : ) € U} This is a measure when restricted to the Borel
o-algebra, by lemma 1.30. Moreover, v is supported by A(a). So A(a) supports a mass distribution satisfying
the conditions of Thermodynamic Formalism (Lemma 1.20) and we may conclude A(a) > s. O

Theorem 3.9. If |T;| < %, for 1 <i<m. Then for almost all a € R™, dimy A(a) = min{n,d(T1,...,Tk)},
where d(Th, ..., Ty,) = inf{s : Y, ; $*(T;) < oo}

Proof. f t ¢ N, 0 < ¢t < min{n,d(Th,...,T;)} and choose s such that ¢ < s < min{n,d(T1,...,T%)}. Now
M?(K) = oo so by Lemma 2.13 there is a compact set K C AY such that 0 < M*(K) < oo and for all i € A”".

MK NT) < c16°(T3) (3.2)

Now we define a measure p on AN by pu(A) = M*(KNA) so u(l;) < c1¢*(Ty) for all i € AF. Recall that since M
was a measure constructed via Method II, Borel sets are M-measurable, and hence Borel sets are u-measurable
also. Now by Lemma 3.5

///aeg |;ladu \t— //¢t i) tdp@dp) < e Y0 Y o (L) ) ulp )

pEAT i#j
<o Y S@G) ) < Y Y ST STl < e S 3 et
peAr By (3.2) ' See t below ~ "T!'PEAT

< cerp(K) Zbr(s_t) < 00

For t notice that for any u,v > 0, ¢“7(T) < ¢“(T)b" so ¢“(T) > ¢“TV(T)/b", where b is the largest singular
value of T. Hence ¢*(T) > ¢'TC=(T)bt = = ¢*(T)b*~* and ¢*(T)p*(T) "' < b°L.

So by the previous lemma, dim A(A) > ¢ for almost all a € B,., and as r is arbitrary, dim A(a) > ¢ for almost all
a € R". This is true for all ¢ ¢ N with ¢t < min{n,d(Ty,...,Tx)} so the theorem follows from the lower bound
in Lemma 3.7. O
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3 SELF-AFFINE SETS 3.3 Remarks on Falconer’s Theorem

Example 3.10. Consider the self-affine set given by the transformations

n-n-(}0).n-k( @) )

= (3) (1) o

The singular values of the T; are 1/2 for all of them, which is too large for a calculation by Theorem 3.9, but

NN
\—/

Figure 10: The first three stages in the construction of the invariant set A of Example 3.10 starting from the
compact set [0, 1] x [0, 1].

we can get around this by considering the iterated function system {S;0S; : 1 <1i,j < 3} which determines the
same invariant set. The singular values of these functions are then all 1/4. Hence

L\ /k
T(S) = ]}LH;O <9k4ks) =9.4"°

and by Theorem 8.9, almost surely dimy (A) = log9/log4.

Example 3.11. The following pictures are all given by the following linear maps with different choices of

translations.
T T 3 0.866 —0.5 T T 3 0.866 0.5
10 0.5 0.866 ’ 10 0.5 —0.866
0 N L )
g ..:‘S:h A *
hd L2 bl ¥,
T £ & * ¥
= " &5 . L, i .
oF 15 gl e W =
:‘:ﬁ 3::" n ot ok i i o .s‘%& vx;:o.i’% 3 ek
5 Ll
l‘.r'?; ::$w v";r?: ::$rl' 5 '?Fs v Vo ’ Fat :’.?’i‘:df"‘im,.‘ Gt
PRI PRTR Vo 2
»att aalt = 1A é ’
antd ER st . ~k
0%
1 4 R T
i i % S v
i &y & b iy & £ =
3% 47 'ﬁ.» ;.r 3% 4f 'ﬁm ';.r 2 = X %
- " & “,: o ;_u.i;ﬁ g
3% 5t 55 5 1;: 4 ES < G
s ,_L:_,t;‘:f: 5
!;?
4 & v
P ‘i&"
o B

Figure 11: Three invariant sets generated by the same linear maps with different choices of translation. The
Hausdorff dimension of these invariant sets is almost always ~ 1.1514 by Theorem 3.9.

3.3 Remarks on Falconer’s Theorem
3.3.1 A counter-example for ||T;|| < 1/2+¢

A
then d(T1,T2) = 2 —log(1/)\)/log2. Now if aj,as don’t lie on the same horizontal or vertical line, then it has

1
Solomyak [12] provides an example to show that Theorem 3.9 fails for |T;]| < 1/2+¢e. If T} =T, = < (2) 0 )
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3 SELF-AFFINE SETS 3.3 Remarks on Falconer’s Theorem

been shown by Przytycki and Urbaiiski[19], that dimy A(a) < 2 —log(1/X)/log2 if A is a reciprocal of a PV
number. Recalling that a PV number is an algebraic integer (a root of a monic polynomial in Z) is an algebraic
integer larger than 1 whose algebraic conjugates all have modulus less than 1. We can find a sequence of PV
numbers approaching 2 from below, giving a sequence of A > 2 but arbitrarily close, this completes the example.

3.3.2 An alternative condition to ||T;|| < 1/2

Solomyak [12] gives an alternative condition to |T;|| < 1/2 in the self-affine case, for which Theorem 3.9 still
holds. Let

B= ifjmj;fje{—l,o,u and D={\eD:VfeB,, f#0, f(A) #0}
j=0

where D C C is the open unit disc. Solomyak then proves that the result holds if 7; = T for all i, and all
eigenvalues of T lie in D. The proof uses techniques from complex analysis to give an alternative proof of
Lemma 3.5 with the above hypothesis.

3.3.3 Self-Affine Sets in R?

Heuter and Lalley[14] give the follows list of conditions for iterated function systems in R? which guarantee
that the point a is not in the set of measure zero for which Falconer’s theorem fails.

1. (Contractivity) ||T;]] < 1 for all i
2. (Distorsion) a(T}) < aa(T;) for ay(T;) > aa(T;) the lengths of the semi-axis of T;

3. (Separation) Let Q2 be the closed second quadrant R 2 (0,0); then the sets T'(Q;) are pairwise disjoint
subsets of the interior of Q;.

4. (Closed set condition) There exists a bounded open set O such that A;(O), ..., Ax(O) are pairwise disjoint
closed subsets of O.

Their proof uses techniques from ergodic theory to construct a suitable measure which can be used alongside
thermodynamic formalism.
3.3.4 The Hausdorff Dimension of Exceptional Sets
Falconer and Miao[15] estimate the Hausdorff dimension of the so-called exceptional sets
E(s) = {a € R™ : dimy A(a) < s}
to give the following
Theorem 3.12. If |T;|| < % for all i, 0 < s < min{n,d(T1,...,Tx)} and for any s >0

log <1imk—>oo (Fiex ¢°(T1)) %>
log A

ds = nk —
Then
dimy E(s) < max{nk — (n —$),qs}
Their proof revolves around a clever alteration to the definition of M?* and uses many of the same techniques
as found in Section 3.
3.3.5 Upper Triangular matrices

In general, the formula of theorem 3.9 can be very hard to calculate. There is a simplification however in the
case where all the linear maps are given by upper triangular matrices. If we write

th iy o tin
0 ty - b,
T = . .
o o0 .- tfm
With the notation that }ji, ..., jx{ represents a set of m distinct integers in {1,...,m}, then Falconer and Miao

have shown in [18] that the following holds. Falconer and Miao use the exterior algebra to give results about
the connection between the singular value function and minors of upper triangular matrices.
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Theorem 3.13.

d(T]_,...,Tm> = S i m?x 1{{'1‘;]11 -..1‘;;m71|m’_“;|t;1 ...t}:n|s_m+1 + |tﬁt§V"L71‘m_q|t;\£t§Vm s_m""l}
Yatsedm i
m—1<s<m

4 Quasi-Self-Similar Sets

4.1 Implicitly Calculating the Hausdorff Dimension

Previously we concentrated on methods of estimating the Hausdorff dimension directly, the following results
follow a different tack, giving implicit conditions for the Hausdorff and Box counting dimensions to coincide.
This can be useful very given that the Hausdorff dimension may be very tricky to calculate where as the box
dimension is often significantly easier. The idea is based on what Falconer calls quasi-self-similarity or re-
normalization. Roughly speaking we ask for a condition on a set F' that says “large” neighbourhoods look very
similar to “small” neighbourhoods of F. Both these theorems were first proved by Falconer in [21], improving
apon the results of Laughlin in [25], and will turn out to have many useful applications.

Theorem 4.1. If F' is a set with dimy (F) = s and constants a,r9 > 0 such that for any N C F with |[N| < 1
there exists a mapping ¢ : N — F satisfying

ad(z,y) < |N|d(¢(z), ¢(y)) for all z,y € N (4.1)
then dimy (F) = dimp(F) = dimz(F).

Proof. Suppose s > dimy/(F') (so H®*(F) = 0). Now choose an open cover {U;}? ; of F' by sets of diameter
at most min{a/2,r¢} and such that Y ;" , |U;|* < a®. By assumption there exist maps ¢; : U; — F such that
ad(z,y) < |Us|d(pi(x), ¢i(y)) for all 2,y € U;. Consider the inverse maps ¢; ' and model their action using the
shift space in the following way: Let A = {1,...,n} and define U : A — F by (iq, ...,i,) — ¢i_01 o-- -o¢i_ql(F).
Note that U(i) may be empty if the domain and codomain of qS;j ! and qS;j il and do not overlap for some
0<j<g—1 Nowifx,yeU((i,-..,i)) then by (4.1)

d(z,y) < a” |U;, |d(i, (x), 61, () < -+ < a™ Ui, |+ [Uig|d(dig 0+ 0 b, (2), B3 © -+ 0 0, (1)

Thus |U((io, - - - ,iq))| < a” Uy, |- |Us, | F|
Next let 0 < b < mina~!|U;| and notice max a~|U;| < 1/2 (we chose the Uj; initially so this would be true), fix
0 < e < |F| and for each (ig,...,%q,...), curtail the sequence at the least value ¢ such that

be < (a Ui, ) (U3, 1) -+ (0™ U ) 1P| < o

and hence

b°e® < (a”*|Us|°) (a™°|U, °) -+ (a™°|U;, |I°) | F|® < €° (4.2)
Let S be the set of such curtailed sequences. Recalling that at the beginning we asked that Z?zl |U;|* < a®, ie.
that Zle (a=Y|U;])° < 1, combining this with (4.2) gives

eS| < Y (a7 MU (@ UL (@7 U IE < |FP

i1,0yig €S

Hence |S| < |F|*(be)~® and F is covered by at most |F|*(be)~*® sets of diameter at most . Using the notation
of Section 1.3 where N (F') denotes the smallest number of sets of diameter at most ¢ needed to cover F', this
gives N.(F) < |F|*(be)*® so

S log N.(F

dimp(F) = limsup log N (F") <s

0 —loge

Hence dimp(F) < dimy (F) and since it is always the case that dimy (F) < dimg(F) < dimp(F) this gives the
result. O

We now prove an analagous result, whereas the previous Theorem required a mapping from some small portion
of F' onto F', this requires a mapping going in the other direction but satisfying similar properties. The following
Theorem also allows us to deduce the useful fact that H*(F) < co. Interestingly the two are proved in very
different ways, the previous proof using the condition (4.1) to obtain a bound on dimp(F') using an open cover
that was ‘small’ in the sense of Hausdorff dimension. This next theorem assumes that the Hausdorff and Box
counting dimensions differ and uses (4.3) this to construct a measure on F. Notice also that the argument at
the end is very similar to that used in the Mass Distribution Principle (Lemma 1.16).
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4 QUASI-SELF-SIMILAR SETS 4.1 Implicitly Calculating the Hausdorff Dimension

Theorem 4.2. If F' is a set with dimy (F') = s and constants c,rq such that for any ball B in F of radius r < ro
there exists a mapping v : F' — B satisfying

erd(z,y) < dW(x),¥(y)) for all z,y € F (4.3)
then dimy (F) = dimp(F) = dimz(F) and H*(F) < .

Proof. Recall the notation from section 1.3 that N.(F) is the largest possible number of disjoint balls of radius
¢ and centers in F'. We assume that there exists some ¢ < min{c™!,7¢} such that n = N. > ¢ %¢75. Then
choose a t > s such that

N.(F) > ¢ te? (4.4)

Let By, ..., B, be closed disjoint balls of radius ¢ with centers in F and let 6 = min;; d(B;, B;) > 0. By
assumption there exist mappings ¢; : F — B; for each 1 < i < n which satisfy ced(x,y) < d(v;(x),¥;(y)) for
all 7,5 € F. We regard these 1; like an iterated function system (although they may not be contractions). Let
A={1,...,n} and define a map n on A" by

n((iO""’iq)) :¢i0 Od)h O"'o¢iq(F)

Notice that d(n((io,---,iq));n((Jo,---,4q))) = (ce)™ *d(Bi,,, Bj,,) > (c£)?§ where m is the position in which
(t0,---,1q) and (jo,...,Jq) first differ.

Define a measure p on F' by first defining it as a premeasure on the subsets n((o, . . ., i4)) via p (7((do, - . ., i) =
n~9 and extending this via Method I (Lemma 1.2) to a measure on F. Now for any subset U C F with
|U| < ¢ <46, let ¢ be the least integer such that

(ce)18 > |U| > (ce)?6 (4.5)
Now U intersects at most one B;, so
Uy<n? < @ < 5 Ut
puU) <n™ < (eg)® < (ced)"|U|
by (4.4) by (4.5)

Now suppose F' is covered by an open cover {U;}$2, with |U;| < ced so
L= u(F) < 32 p(U) < (ez8)* 3 U
i=1 i=1

This implies H!(F) > 0, which is a contradiction since t > s and dimy (F') = s. Hence our original assumption
was incorrect, and for small €, N.(F)e® < ¢~ * so

— log N.(F
dimp = lim sup L() <s
en0  —loge

To see that H*(F) < oo, notice that given a maximal (finite) set of disjoint balls with centers in F' if we take
the same centers but with twice the radius they form a cover of F'. O

It is interesting to compare this theorem to the results about iterated function systems we proved earlier in
section 2, without the open set condition we can still say that the Hausdorff and box-counting dimensions
coincide and that the s-dimensional Hausdorff measure is positive and finite, without being able to actually
calculate the Hausdorff dimension.

Theorem 4.3. Given an IFS of similarities {S;}{2, with ratios 0 < ¢; < 1 and invariant set A then dimy A =
dimpA = dimpgA and H*(A) < oo where s = dimy (A)

Proof. Let z € A and i = (4g,...,%n,...) be the sequence such that S(i) = z. Now Given any r < |F| there
exists a least integer q such that
cor < iy |[F| <1

where c_ = min; ¢;. Now, writing ¢(x) = S;, 0---0S;_(z) we may combine the above with the fact that 1 is a
similarity to get
ard(z,y) < d((x), ¥(y))|F| < rd(z,y)

Now let = ¢)~!(z) and it is clear that ¢ maps F into B(z,7). We may now apply Theorem 4.2 to obtain
dimy (A) = dimg(A) = dimp(A) and H*(A) < oco. O
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4.2 Dynamical Repellers

An interesting example of the use of the previous theorems is the following. In this section we will be work-
ing with Riemannian manifolds, although the reader unfamiliar with such things can simply think of this as
manifolds M and N as R"™ for some n and the pull-back of a map f: M — N as the usual derivative.

Definition 4.4. A map T : M — M 1is CYT2 if its pull-back f. satisfies the Hélder condition of exponent a
(see Lemma 1.9).

Definition 4.5. Given f: M — M a C'™® map, we say a compact set J C M is a (mizing) repeller for f if it
satisfies

1. fis expanding on J ie. there exist constants ¢ > 0 and a > 0 such that ||(Dz f™)ul| > ca™||ul|| for allxz € J,
n>1andu e T, M.

2. J is completely invariant under f, ie f(J) = J and f=1(J) = J.

3. fis mizing on J (for any open set U such that U N J # & there exists an n such that J C f*(U)).

Recall that a map f: M — N is conformal if gp; = Af*gny where f* is the pull-back of f, A is a positive function
on M and g and fy are the riemannian metrics on M and N respectively. For the reader unfamiliar with
Riemannian manifolds, when working with R™ this is equivalent to the regular notion of conformality. We are
now in a position to apply the Theorems of the previous section to obtain the following result.

Theorem 4.6. If f is a C'T% conformal mapping with mizing repeller J and s = dimy(J), then dimp(J) =
dimg(J) = s and 0 < H*(J) < 0o. In fact the conditions of Theorem 4.1 and 4.2 hold.

A proof of the above theorem can be found in [21]

4.3 Locally Expanding Maps

In this section we will be working with expanding maps 7' : X — X, we will see that for a specific class of
these maps it is possible to define local inverses such that the collection of these local inverses forms an iterated
function scheme. The next two definitions are crucial for this idea.

Definition 4.7. Let X be a compact space.

1. Amap T : X — X is C*T if its k™partial derivatives exist and satisfy the Hélder condition of exponent
a (see Lemma 1.9). If k = 0 we will abbreviate this to C* which is the space of a-Hélder continuous
functions.

2. A map s locally expanding there exist constants ¢ > 0 and 8 > 0 such that ||(Dyf™)ul| > B8™||ul| for all
reJ,n>1andue T, M.

Definition 4.8. A Markov Partition of T : X — X is a finite collection P = {P;}!'_, of closed sets which
satisfy

1 U, P=X

2. Each P; is proper (the closure of the interior of P; is P; itself).

3. TP; is the union of elements of P.
4. T\p, : P, = T(P;) is a local homeomorphism.

Markov Partitions are the key to the local inverses mentioned above, the fourth part of the definition implies
that we can define local inverses T; from T'(P;) — P;, and the fact T'(F;) is a union of sets in P means that
when we try and form an iterated function scheme by considering sets of the form o---0T; (X), it is easy
to check if the maps are well defined.

()

Example 4.9. Consider the map f : S* — St taking z — 2% (where S' is viewed as a subset of C). fis a
C™ locally expanding map:

e Sl is compact

e C' is obvious and f'(2) = 2z which is Lipschitz (Hélder continuous with o = 1), so f is C*+1

o f(2) = 22", s0 D, f" =2nz?""1 and locally expanding is clear.
We may define a Markov Partition by taking P, = {® : 0 € [0,7]} and P, = {€? : 0 € [n,2n]}, with local
inverses given by

T :S" 5 P Ty e s e and Ty : ST — Py, Ty : €' s £10/247/2
These are both similarities with contraction factor 1/2. Moreover it is easy to see they form an iterated function
system with invariant set A = S* and satisfying the open set condition with O = S*\ {1}, hence we can use

Theorem 2.4 to calculate dimy,(S') = s where s is the unique number such that 2(1/2)% = 1, ie. dimy(S?) =
s=1.
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g! 7, 23

~dz 2

Figure 12: Example 4.9

The main reason we use C''*® locally expanding maps is because of the following Lemma, a proof of which can
be found in [26].

Lemma 4.10. If T : X — X is a C'T® locally expanding map then there exists a Markov Partition

We may use these Markov Partitions to define the set X in terms of Iterated Function Schemes. Consider
the local inverses of the maps T|p, : P; — T(F;) which we denote by T;. These maps are contractions since
T/(z) < 1/X implies d(T;(x),T;(y)) < (1/A)d(x,y) hence we can view {Ti,...,T,} as an iterated function
scheme. Ideally we want to recover X as the invariant set of the iterated function scheme. In example 4.9 the
iterated function scheme was easy to see since T'|p, had codomain S L= P, UP, for every i, U T (S 1) = 5! and

in general

U Ti00-~-OTiq(Sl)=Sl

Where A = {0,1}. So the invariant set will be exactly A. Of course it is not always simple, as the domains and
codomains of our local inverses may not line up as in the next example.

Example 4.11. We can alter ezample 4.9 by choosing the Markov partition P, = {® : 0 € [0,7/2]}, P, =
{e . 9¢c[n/2,n]},Ps={e? : 0¢[r,3m/2]},Py={c? : 0 € [31/2,27]}. Now we have that

T(P))=PlUP,, T(Py) = PyUP,, T(Ps) = PLUP;, T(Py) = P; U P,
giving local inverses
T12P1UP2—)P1,T22P3UP4—)P2,T31P1UP2—)P3,T4ZP3UP4—>P4

each a similarity with contraction factor 1/2. Now it only makes sense to consider T; o T; when their codomains
and domains line up, so we get the iterated function scheme associated to the subshift of finite type given by

OO ==
_ =0 o
OO ==
—_ -0 O

This matriz has largest real eigenvalue 2 so appealing to Theorem 2.18 we get that dimy (S') =1 again.

So in general given a C'T® locally expanding map T : X — X with Markov partition P = {P;}?_; we will
get an iterated function scheme of local inverses T; associated to a subshift of finite type given by a matrix A,
where A; ; = 1 if and only if the domain of 7 is in the codomain of 7. This will then give us an invariant
set A = X. To visualise this more formally, let A4 be the subshift of finite type associated the matrix A then
U; jea2T;(Uj) = X and more generally

U Tioo"'OTiq,l(Uiq)ZX

(io,...,iq)eAi
We can then write this in a similar way to that in previous sections by setting

T((i07""iq)) =T;, O"'OTiq71(Uq) (4.6)
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4.4 Bowen’s Formula

Throughout this section, 7 : X — X is a C'*® conformal expanding map, P = {P;}¥_, is a Markov Partition
as given by Lemma 4.10 and T; are the local inverses of T on the elements P; of P. The following result is due
to Bowen and Ruelle, the proof of the result is long and complex so I will just give a sketch of the main ideas.
A full proof can be found in [27].

Theorem 4.12. Bowen-Ruelle Formula Let T : X — X be a C*t* conformal expanding map then there is a
unique solution to P(—slog|T’|) = 0 which occurs when s = dimy (X) = dimp(X)

Here P(f) denotes the topological pressure function with respect to T', defined for any continuous f: X — R

P(f)= lim 1/nlog Y exp (if(T%x»)
) 1=0

zeFix(T™

The idea is to use the sets of the Markov Partition P = { P;}1_; as a cover to estimate the Hausdorff dimension,
however since the P; are closed we first choose open sets U; D P; such that the difference between the U; and
P; is very small. Next, using the Holder continuity and conformality of T' we can prove the following bound
where A= {1,...,n}.

> IT(Gos i)
> |(Tigor o) (@)

(%0,-..,1q) €A

7 < C

for all t > 0, all  and some ¢y, co, positive constants and using the notation for T from (4.6). This allows us
to translate statements about |T'(i, ...,41)| into statements about |(Tj, o ---oT;, )'|.

Next we introduce the Ruelle Operator L; which acts on C%, the set of Holder continuous functions acting on
P as a disjoint union. The Ruelle Operator is defined as

2) = Y [TH(@) w(Ti(a)

Using techniques from functional analysis it can be shown that

e [; has a maximal positive eigenvalue \; isolated away from the rest of the spectrum of £; and
e {1+ )\ is analytic
P(—tlog|T"]) = log \:

Using this final fact we may bound inf{}", |V;|* : V; is a d-cover of X} < CA} where n is large enough that
|T(i)] < § for all i € AF of length greater than n. From here we can conclude that dimy(X) < s where s is
given by Theorem 4.12. To obtain the lower bound, we can use the Ruelle Operator again to give a probability
measure on X and then apply the Mass Distribution Principle.

Remark 4.13. Of great interest is the fact that the map t — X is analytic, as this implies that the function
t — P(—tlog|T’|) is analytic and so if we have analytic family T, forr € (—e,¢€) satisfying Of /Or is everywhere
non-zero then by the implicit function theorem the function r — dimy(A,) is also analytic (where A, is the
invariant set of T, ).

4.5 TIteration of Holomorphic Maps

A fascinating use of Hausdorff dimension comes from looking at sets points which are 'unpredictable’ under
iteration by holomorphic functions. We will see that for a very small class of these functions, namely the
quadratics, this set is uniquely described up to Hausdorff dimension. We will be working with holomorphic
functions on the riemann sphere (C the spherical metric on C will be denoted by d. Recall that a countable
family {f,}52, of holomorphic functions is normal on a set U € C if every sequence of functions in that family
has a subsequence which converges uniformly (with respect to d) on compact sets to a continuous function on
U. We will also need the following

Theorem 4.14. Montel’s Theorem A family of holomorphic maps C — C is normal on U if and only if it is
locally bounded on U. (Where locally bounded means for given ¢ > 0 there exists § > 0 such that d(z,w) < §
implies d(fn(2), fn(w)) <e for alln € N and all z,w € U ).

A proof of Montel’s theorem can be found in Conway[23]. We say that a family is normal at a point z if there
exists an open neighbourhood U on which the family is normal.

We will be considering holomorphic functions on C, it is easily proved using techniques in complex analysis that
the set of holomorphic functions on C is exactly the set of rational functions on C (See Conway[23] for example)
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Definition 4.15. The Fatou set of a rational function f : C — C is the set
F(f)={z : {"(2)};2 is a normal family}
The Julia set is defined as J(f) = C\F(f).

Notice that F(f) is open by definition and hence also J(f) is closed. Intuitively we think of the Fatou set as
being the set of points which are fairly ‘stable’ under iteration and the Julia set as the set of points which are
‘chaotic’ or unpredictable under iteration by f.

Definition 4.16. A set E C C is completely invariant under f if f(E) = E and f~Y(E) = E
Lemma 4.17. J(f) and F(f) are completely invariant under f.

Proof. For readability, I will write F for F(f) and J for J(f) in this proof. Firstly we show that f~(F) C F.
Let 29 € f~}(F) and write wg = f(20) € F. By the definition of F given by Montel’s Theorem we have that
given some € > 0 there exists a § > 0 such that

d(w,wp) < § = Vn d(f*(w), f*(wy)) < €
Now by continuity of f at zg there exists a 4’ such that
d(z,2z0) < 0" = d(f(2), f(20)) = d(f(2),w0) <0

Combining the above we get that d(f"T!(z), f"™(20)) = (f"(f(2)), f"(wo)) < &, so {1}, and hence
{f"}5e, is normal at zg, thus giving f~*(F) C F.
For the opposite inclusion let zg € F(f) and wg = f(20). By definition of F, given € > 0 there exists § > 0 such
that

d(z,20) <0 =VYn d(f*(2), ["(20)) < e

Now, let U = {z : d(z,20) < 6} and consider f(U) which is an open neighbourhood of wy (by the Open Mapping
Theorem). Next if w € f(U) then w = f(z) for some z € U so d(f"™(w), f*(wo)) = d(f*(z2), " 1(20)) < €
giving wo € F and F C f~1(F).

Finally since all rational maps on C are surjective (an easy consequence of the fundamental theorem of algebra),
f(f~Y(F)) = f(F) = F. Since we have shown F is completely invariant, J must be also since F = C\J. O

The next Theorem provides an insight into the behaviour of f on the Julia set, recall that a function f is said to
be mizing if for any two open sets U and V there exists some N such that for all n > N, f*(U)NV # @.

Lemma 4.18. If f: C — C is a rational map with deg f > 2 then fis mizing on J

While this result is not too hard to prove, it would take us a little bit out of our way. The proof can however
be found in Beardon[24] Theorem 4.2.5.

We are now going to restrict our attention to polynomials of the form f.(z) = 22 + ¢. This may seem overly
restrictive at first sight but in fact it allows us to consider all quadratics. This is because, in the language of
dynamical systems, every quadratic ¢(z) is conjugate to f.(z) for some c. What this means is that given any
quadratic ¢ we may choose appropriate values of a, § and ¢ to give a (biholomorphic) map  : C — C where
7(z) = az +  and « # 0 with the property that

ﬁ2+c_ﬁ(
(0%

7 lofoom(z) =az® + 282 + = q(z)) ie. that mo fo.=qom

™

N Je
CH

><— ()

C—C

This conjugacy means that F(f.) = n(F(q)), to see this first notice that C is compact, 7 and 7! are continuous
and so m and 7! are uniformly continuous on C. Let 2y € F(q), and fix n > 0.

e By uniform continuity of 7~!, there exists ¢ such that d(y1,y2) < € implies d(7 ! (y1), 7 *(y2)) <7

e Since zg € F(q) there is a neighbourhood V on which there exists a 6 > 0 such that d(x1,22) < 0 implies
d(q"(z1),q"(z2)) < € for all n.

e By uniform continuity of 7, there exists a ¢’ such that d(y1,y2) < &’ implies d(7(y1), 7(y2) < 4.
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Combining the above three, for any y,y2 € 7~ 1(V) such that d(y;,y2) < 6’ we have that

d(fe (y1), £ (y2)) = d(n ™ 0 g" o m(y1), 7" 0 gn 0 m(y2)) < 1 for all n

Hence 77 1(29) € F(f.) and 7~ *(F(q)) C F(f.). By reversing the above argument we easily obtain F(q) =
7 (F(fe)-

Since we are now working with polynomials, it is possible to describe the Julia Set in simpler terms. The set
{z : f¥(2) » oo} mentioned below is often called the filled-in Julia set.

Lemma 4.19. If fis a polynomial then J(f) = OK where K = {z : fk(z) - oo}

Proof. If z € §K then in any open neighbourhood about z there are points wy € K and wy ¢ K such that
f™(w1) = 00 as n — oo and f™(wsy) - 0o as n — co. Hence there is no open neighbourhood about z on which
any subsequence of {f"}>2, is uniformly convergent and z € J(f). Conversely if z ¢ §K then either z € K° or
zeC \K. If z € K° then there is an open neighbourhood U on which {f"}2°, is locally bounded and hence
by Montel’s Theorem {f"}5° , is normal at z and z ¢ J(f). If z € C\K, then there is an open set U on which
fF(z) — oo for all x € U, note that this is not quite strong enough, we need that f™ converges uniformly on
compact sets in U.

Claim: There exists an v such that |f*(2)| > r for some k implies that |f*+!(2)| > 2!r. If we assume the
claim then since f™(z) — oo there exists a k such that |f¥(2)| > r so by continuity of f* there is an open
neighbourhood V of z such that |f*(z)| > r for all z € V and the claim gives that f* converges uniformly to co
on V which completes the proof.

Proof of Claim: Write f(z) =Y i, a;z" with a,, # 0, then we may choose r sufficiently large that

n—1

n n
a1z 5 912 and L"!Z‘ >3 a2
=0

lz| >r =

So |z| > r then implies that

n—1

()] 2 lanll2l" =D lasll2]" =
=0

|an]2]"
—>2

" 5 91
Finally, applying this inductively with the initial condition that |f*(r)| > z we get that |f**!(2)| > 2F|z| >
2k,

This next Lemma gives us an intriguing third alternative definition of the Julia set and is essential for the proof
of the main Theorem of this section.

Lemma 4.20. If w is an attractive fixved point of a polynomial f, then A(w) = J(f), where A(w) is the basin
of attraction of w defined as A(w) = {z : f*(z) = w as k — oco}.

Proof. If z € 0A(w) but z ¢ J(f) then there is an open neighbourhood U about z on which {f™}52; is normal.
UNA # @ so {f™} converges to the constant function w on U N A and hence converges to the constant function
w on U by the Identity Theorem (see Conway[23]). Hence U C A(w) which is a contradiction.

For the converse, let z € J(f), so f*(z) € J(f) (follows immediately from Lemma 4.19). Now, if f¥(2) — w
then w € J(f) since J(f) is closed, but A(w) is an open set about w so by Lemma 4.19 intersects C\K =
{z : f¥(2) — oo} which is a contradiction. Hence z ¢ A(w). However, if U is a neighbourhood of 2 then since
f is mixing (Lemma 4.18) there exists a k such that f*(U) N A(w) # @. So points arbitrarily close to z iterate
to w and so z € A(w) and hence z € Jw. O

Notice that when c is zero, 0 is an attractive fixed point and J(f.) is the unit circle, since fo(z) — 0 if |2] < 1
and fo(z) = oo if |z| > 1. When ¢ moves away from zero but is still small, then w = 1/2(1 — /1 — 4¢) is a fixed
point and we would intuitively expect J(f.) to distort away from a circle, as the next theorem shows, this is
exactly what happens. See figure 13 for a graphical demonstration of this.

Theorem 4.21. If |c| < 1/4 then J(f.) is a simple closed curve.

Proof. Let Cy be the curve |z| = 1/2, notice that this surrounds the attractive fixed point w of f.. Next,
consider the loop C; = f.1(Cy) and notice it surrounds Cy since the branches of the inverse of f. are £1/z — ¢
and when z = 1/2, v/|z — ¢| > 1/2. Now denote the annulus between Cy and C; by A; and for each 6 € [0, 27)
associate a curve g which leaves C; perpendicularly at (1/2)e? and hits C; perpendicularly at some point
which we denote by 11 (6). Furthermore we choose these curves so that 1(8) is surjective onto C;. Now define
Cy as Cy = f 1(01), this is again a curve containing C'; and we denote the annulus between Cs and C by
Ay. We can also extend 7y by adjoining to it the curve f.!(vs) and denoting the point where it touches Cs
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4 QUASI-SELF-SIMILAR SETS 4.6 Classification of Quasi-Circles

Figure 13: Julia sets J(f.) where f.(z) = 2% + ¢ for the values ¢ = 0, ¢ = 0.15 + 0.15¢, and ¢ = —0.4 + 0.4i.
Notice the larger the value of |c| the rougher the boundary of J(f.) becomes. These figures are easily plotted
by either computing {z : f™(z) — oo} and taking the boundary or finding one value z € J(f.) and using the
fact that J(f.) = U2, f~F(2) for any z € J(f.) (this is easily provable see for example Falconer [1] Corollary
14.8

by 12(#). This process can now be continued inductively to get a sequence A,, of annuli between loops C,, and
curves g which touch C,, at 1, (0).

Now, as n — oo, the curves C,, will approach 9A(w), and by Lemma 4.20 this is exactly J(f.). Finally, when
z is outside of C1, |f.(2)| = 2|2| > @ > 1 for some «a. It follows that |(f.1)'(2)| < 1/a < 1 for z outside of C;
and so the length of vy between C,, and C,, 1 is strictly less that 1/« times the length of vy between C,,_; and
Cy. So the length of vy between C,, and C,,41 is decreasing (more than) geometrically to 0 as n — co. Since
this a was not dependant on 6 we can conclude that the 1,,(#) converge uniformly to a continuous function
»(0) : St — J(f.).

It remains to show that J(f.) is a simple curve. Suppose 9(61) = (02) for some 61 < 02 and let D be the
region bounded by Cj between 6; and 6, and the two curves g, and 7p,, now since Cy doesn’t ‘escape’ from
the interior of J(f.) under iteration and neither does 7y, OD is bounded under iteration by f.. Hence by the
Maximum Modulus Theorem (see for example Conway[23]) D remains bounded under iteration by f.. Thus
D C{z: f¥(2) » co as k — oo} and by Lemma 4.19 D° N J = @ which in turn implies that ¥(6) = ¥(6;) =
’1/1(92) for all 6 € (81,02). O]

In fact, when |¢| < 1/4 J(f.) is what we call a quasi-circle, which we will discuss in detail in the next section.

4.6 Classification of Quasi-Circles

Quasi-Circles are a particular class of curves which are homeomorphic to S! but also satisfy properties very
similar to the quasi-self-similarity properties of Theorem 4.1 and 4.2. From these properties we can deduce the
very strong result that any two quasi-circles Cy and Cy are Lipschitz equivalent (there exists Lipschitz mappings
Cy — Cq and Cy — C) if and only if the Hausdorff dimensions of C and Cs coincide, we can also relate this
information back to our results about the Julia set of quadratics from the previous section.

Definition 4.22. C is a quasi-self-similar circle or quasi-circle if
1. C is homeomorphic to S*

2. There exists ro,a,b > 0 such that for every N with |[N| =r < rq there is a mapping e : NN C — C such
that
ad(z,y) < rd(e(z),e(y)) < bd(z,y) for all z,y € N

3. There exists r1,c > 0 such that for any ball whose center lies in C and has radius r < r1 there is a mapping
1 : C — BNC satisfying
crd(z,y) < d(¥(z),¥(y))

Notice that the second property incorporates condition (4.1) from Theorem 4.1 and the third condition is exactly
(4.3) from Theorem 4.2. This immediately gives us that the Hausdorff and Box dimensions of a quasi-circle
coincide and that if s = dimy/(C') then H*(C) < oo.

Lemma 4.23. 1. H*(C) € (0,00)
2. Ho(I(x,y)) >0 forallxz #y
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3. For all z, H*(I(z,y)) >0 asy > x

Proof. 1. This is exactly the remark preceeding this Lemma.

2. Notice that the third property of a quasi-circle implies that the map 1 is both continuous and injective.
Given a ball B with radius r < 7, choose an open cover {V;}7, of BN C such that Y .o, [V;|® <
H¥(BNC)+e. Now {¢p~1(V;)}, forms an open cover of C' and

n 1 n 1
H(C) < (V)] < Vi| < —H*(CNB
(=3 W70 £ s VS SHEN ) e
As ¢ was arbitrary, this gives that H*(B N C) > ¢*r*H*(C) > 0 which in turn gives the result.

3. Starting from the second condition and using the exact same technique as above we obtain

a*H*(N NC) < r*H(C) which gives the result.

CS

O

Example 4.24. If f. = 2° + ¢ for |c| < 1/4 then J(f.) is a quasi-circle. This follows since f. is a mizing
repeller on J (see Definition 4.5 and Lemmas 4.18 and 4.17), it is C1** for a = 1 (See Definition 4.4) and
conformal since it is holomorphic and its derivative is everywhere non-zero on J(f.). Hence by Theorem 4.6
it satisfies conditions 2 and 3 of the Definition of a quasi-circle. By Theorem 4.21 it also satisfies the first
condition.

We can also apply Remark 4.13 to deduce that the Hausdor(f Dimension of J(f.) is analytic in c. Ruelle
also calculated explicitly dimy (J(f.)) = 1+ 4|1f)‘g22 + o(|c|]?) using Bowen’s Formula (4.12) in [28]. This is an
interesting result, recall before that for the iterated function systems of section 3, where we fized a set of affine
contractions T; and varied the translations a;, the Hausdorff dimension was not even continuous as a function

of the a;.

Lemma 4.25. If C is a quasi-circle then there exist constants c1,cq such that the following holds
s(I
WUy
|z —yl°
For a proof of this Lemma see [22], its not included here as it doesn’t provide any real insight into the area, it

simply follows from direct calculations of H*(I(x,y)). However from this connection between H*(I(x,y)) and
the distance between x and y it is possible to prove the following very powerful statement.

0<c

Lemma 4.26. Let C be a quasi-circle with s = dimy, C then there exists a bijection f : C — S satisfying
alz —y|* < 0(f(2), f(y)) < Blz —yl°

for some constants o, 3 and where 0(z,y) is the smallest angle between x and y on S*

Proof. Let m = H*(C) and recall that by Lemma 4.23 we have that 0 < m < co. Choose a point p € C' and
define f: C — S* by

f(@) = (2m/m)H*(I(p, x))
Notice that f is strictly monotonic, since « < y implies I(p,z) C I(p,y) which implies H*(I(p, z)) < H*(I(p,y))
and f is continuous by Lemma 4.25. Furthermore f(0) = 0 by continuity, H*(I(x,y)) — 0 as y — z (Lemma
4.23) and f(27) = 27. Combining the previous three facts, we see that f is bijective.
Since C' is compact (homeomorphic image of a compact space) I is uniformly continuous. Hence there exists
€ > 0 such that |x —y| < ¢ implies |[I(x,y)| < ro and 0(f(x), f(y)) < 1/2 (this final condition is just asking that
we take the smallest angle between f(z) and f(y)). Now by Lemma 4.25 we know

W)
|z —yl*
for some constants ¢y, co. Using 0(f(x), f(y)) = 2n/m)H*(I(z,y)) We can rewrite this as

0<e < ﬁw
2w |$—y|$

0<c

<62

This gives the result. U

We are now ready to prove our main theorem, due to Falconer and Marsh in [22]
Theorem 4.27. Quasi-circles C1 and Cy are Lipschitz equivalent if and only if dimy (C1) = dimy(Co)

Proof. Recalling from Lemma 1.10 that bi-Lipschitz mappings preserve Hausdorff dimension its clear C7 and
C5 being Lipschitz-equivalent implies that dimy (C7) = dimy(Cy) For the opposite inclusion, if dimy(Cy) =
dimy (C3) then by Lemma 4.26 we get bijections f; : C; — S and f : Co — S' which satisfy the holder
condition of exponent a.. Hence fs o fi 1. ¢, — C, is a bi-Lipschitz bijection. O
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5 Remarks about the Figures

The pictures of self-affine fractals were plotted using the following observations

1. given an iterated function system {Si,...,Sn} with invariant (or sub-self-similar) set A, the function
S : K — A could have been defined as

for any point z € R"™.
2. Since we are always dealing with contractions, it is sufficient to only calculate S; o0- - -0S;, (z) for sufficiently
large r, in order to get close to A.

These observations can be exploited to easily plot very good approximations of the invariant sets. Take any
point z € R™ (in practice you want it to be fairly close to A) then apply the transformations S; chosen at
random enough times to be very close to A and plot that point. After repeating the above enough times you
build up a very good image of A. I wrote a very small C program using the above techniques, which I can
provide to anyone interested.
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